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Abstract—In the near future, broadband air-ground (A/G)
communications will be used by civil aviation aircraft flying
over crowded continental areas such as Europe and North
America to access a variety of services, ranging from safety-
of-life to infotainment applications. This paper investigates the
feasibility of extending this coverage via air-air (A/A) multihop
communications over oceanic, remote and polar regions, where
no such infrastructure is available, so that aircraft flying over
these areas can access the ground services without having to use
an expensive high-delay satellite link. We focus on a particularly
attractive scenario, the North Atlantic Corridor, and use realistic
flight data to extract statistics about the dynamic topology of the
airborne ad hoc network, such as connectivity and link stability.
In addition, we assess the performance of greedy forwarding in
the aeronautical environment and show that, under moderate
connectivity, this technique delivers almost all packets to their
destinations with a minimum hop count.

I. INTRODUCTION

Today’s civil aviation airliners are typically equipped with
a set of data communications technologies that enable a wide
range of applications. Conceivably, there are a number of
reasons why an aircraft needs to communicate. On the one
hand, the pilot needs to communicate with the relevant air
traffic control unit controlling the airspace that it is currently
traversing, e.g. to avoid collision with other aircraft. Also, the
aircraft operator (the airline) maintains communication with
their aircraft for various purposes, such as engine performance
and fuel consumption reports, to provide onboard passengers
with updated connecting flight information, etc. On the other
hand, passengers have an increasing desire to be able to access
the Internet or make calls while in flight, using their own
terminals, just as they do on the ground.

Long haul civil aviation aircraft usually fly between remote
locations on the earth, and often traverse regions where no
communications infrastructure is available on the surface, such
as oceans, deserts, polar regions, etc. In order to stay in contact
with the ground while flying in these regions, aircraft today
have no alternative other than using a satellite link.1

Multihop air-air communications represent an attractive
alternative to satellite-based communications for aviation in

This work is partially funded by the European Commission through the
NEWSKY project [1] under contract no. 37160.

1Aeronautical Radio Inc. (ARINC) provides data communication services
over their HF Data Link to aircraft flying in these regions. However, this data
link offers only a few hundred bits per second.

areas where aircraft have no direct air-ground radio coverage.
Benefits include lower latency, ease of deployment and higher
data rates per unit cost.

Given the continental geography of the earth and the distri-
bution of human population on it, large scale air traffic patterns
over the earth’s surface tend to be characterized by corridor-
like flows of aircraft flying between continents, resembling
vehicle highways between large cities. For example, in the
so-called North Atlantic Corridor (NAC), a great number of
aircraft fly between Europe and North America around the
clock in both directions. Considering the physical separation
between these aircraft and the transmission range of existing
and future A/A communication links, it is conceivable that
an aeronautical ad hoc network could be formed by estab-
lishing wireless multihop paths to the ground infrastructure,
effectively extending the continental coverage over the ocean.
With this concept in mind, we have used realistic flight data
in the North Atlantic Corridor to simulate what a potential
aeronautical ad hoc network over the Atlantic would look like.

We have used the airline flight schedule database published
by IATA [2], containing among other information the departure
and destination airports and schedules of all commercial air-
craft in operation today. Flight trajectories have been idealized
by interpolating between departure and destination airports
with great circle arcs, corresponding to the shortest distance
between two points on the surface of a sphere. Although
this approximation does not take into account the aircraft
separation constraints in oceanic airspace, as given in [3],
it is believed to be sufficient for the purpose of this paper.
Moreover, air traffic is expected to grow significantly in the
coming decades [4] and aircraft separation is expected to
be reduced over oceanic airspace [5][6], so today’s situation
represents a sort of worst case from the point of view of node
density and connectivity.

In order to investigate the feasibility of such an aeronautical
ad hoc network, we first consider topological aspects of the
network, such as connectivity to the ground infrastructure and
inter-aircraft link stability. In addition, we propose the use
of position-based greedy forwarding and use simulations to
assess the performance of this attractive routing technique,
considering various performance metrics such as packet deliv-
ery ratio, average path length and distribution of relay traffic
load.
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The remainder of this paper is organized as follows. Section
II briefly summarizes related work in the areas of connected ad
hoc networks and geographic routing. Our network model is
decribed in Section III. In Section IV we prove the feasibility
of our concept based on connectivity and link stability metrics.
The applicability of greedy forwarding to the aeronautical
environment is investigated in Section V, where we define
appropriate performance metrics and present our simulation
results. Finally, Section VI summarizes our main conclusions,
provides an outlook for future research and concludes the
paper.

II. RELATED WORK

Some attention has recently been drawn to the application of
ad hoc wireless networking to the aeronautical environment [7]
[8] [9]. The AeroSat Corporation [10], founder of the Airborne
Internet Consortium (AIC) [11], has performed flight trials
with directional Ku-band antennas, demonstrating air-air links
of up to 45 Mbps at ranges of up to 300 nautical miles [12].
To the best of our knowledge, no detailed investigation on the
feasibility of a civil aeronautical ad hoc network over the North
Atlantic Corridor has been conducted to date. This paper,
however, studies the applicability to aeronautics of existing ad
hoc network concepts, on which recent research work exists.
Gateway discovery and selection strategies in ad hoc networks
have recently been subject to study within the AUTOCONF
WG in IETF [13][14][15]. Recent proposals for the integration
of IP mobility and mobile ad hoc networks can be found in
[16][17]. Geographic ad hoc routing has been studied e.g. in
[18][19]. Recent papers have investigated the performance of
this technique in vehicular environments [20][21], with very
promising results.

III. NETWORK MODEL

Our aeronautical ad hoc network is composed of two
elements: aircraft and ground stations. While in range of a
ground station, aircraft access ground services via a direct air-
ground (A/G) link. Otherwise, the aircraft make use, whenever
possible, of an air-air (A/A) multihop path to a ground
station. Ground stations are equipped to serve as gateways for
the aeronautical ad hoc network. In the following, we refer
to ground stations as Internet Gateways (IGWs), following
current IETF practice.

We consider two deployment scenarios, as illustrated in
Figs. 1 and 2. In scenario A, two IGWs are deployed, one on
each side of the North Atlantic. Specifically, we have placed
these IGWs at Shannon Airport in Ireland and at Gander
Airport in Newfoundland, Canada. In scenario B, these IGWs
are complemented by 4 additional IGWs, located in Labrador,
Greenland, Iceland and Scotland.

A. Gateway discovery and selection

IGWs periodically flood IGW advertisements (IGWADVs)
over the airborne ad hoc network to let aircraft know of their
existence. These advertisements contain an IP address prefix
owned by the IGW, from which the aircraft can configure a

Fig. 1. Scenario A with two IGWs.

Fig. 2. Scenario B with six IGWs.

care-of address, and a Hop Count field, which is set to one
by the ground station and incremented by each forwarding air-
craft. Aircraft periodically receive IGWADVs from potentially
multiple IGWs, and populate their Reachable Ground Station
Set (RGSS) table accordingly. Each RGSS entry contains the
IGW identifier, the advertised prefix, and the current minimum
hop distance to the IGW, extracted from the Hop Count field.
The gateway selection mechanism is based on hop distance,
that is, each aircraft selects the topologically closest IGW as
the destination for its own traffic, and configures its care-of
address from this IGW. Similarly, each IGW maintains a table
of aircraft that have configured a care-of address from this
IGW, and forwards internet traffic to those aircraft. We define
the IGWADV interval α as the time elapsed between two
consecutive IGWADVs sent by an IGW, and assume it to be
the same for all IGWs. Each RGSS entry includes a lifetime
field. If the lifetime for an entry expires, the entry is removed
from the RGSS.
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B. Greedy Forwarding

Routing in the ad hoc network is based on greedy forward-
ing. In this technique, packets are marked by their originator
with their destination’s location. As a result, a forwarding
node can make a locally optimal, greedy choice in choosing
a packet’s next hop. Specifically, if a node knows its radio
neighbors’ positions, the locally optimal choice of next hop is
the neighbor geographically closest to the packet’s destination.
Mathematically, node i forwards a packet meant for destination
node j to node n such that

dnj = min
k

dkj , k ∈ {Ni ∪ i} (1)

where Ni represents the set of neighbors of node i and dkj

denotes the great circle angular distance (in radians) between
neighbor k and destination node j, given by

dkj = cos−1
(

sin θk sin θj +cos θk cos θj cos(φk −φj)
)

(2)

where (θk, φk) denote the latitude and longitude of node k,
respectively. Forwarding in this regime follows successively
closer geographic hops, until the destination is reached.

If node i has no neighbors geographically closer to the
destination than itself, we have n = i, and the packet is
dropped. In this case, node i is said to be a local maximum.
A number of solutions have been proposed to circumvent this
problem [18]. However, for the sake of simplicity, we consider
pure greedy forwarding in our simulations.

Civil aviation aircraft have the advantage of knowing their
precise position at all times via a Global Navigation Satellite
System (GNSS), such as GPS. In addition, these aircraft are
expected to use Automatic Dependent Surveillance - Broadcast
(ADS-B) in the near future to periodically beacon their state
vector to surrounding aircraft, including their position and
velocity vector. This means every aircraft is aware of its own
position and all of its neighbors’ positions at all times.

However, there is still a need for the aircraft to determine the
position of the destination IGW, and for the IGW to determine
the position of the aircraft:

a) For the former case, we include the position information
of the IGW in the IGWADVs. Alternatively, aircraft could
cache a table of all operational IGWs and their positions
while at the gate. This would reduce the overhead by keeping
IGWADVs smaller (since they would not carry the IGW
position). This table would be looked up when an aircraft
needs to send a packet to a certain IGW, to determine the
IGW position.

b) For the latter case, since the position of the aircraft
changes over time, the aircraft must periodically unicast Po-
sition Updates (PUs) back to its selected IGW, containing its
current position and possibly a time stamp. When a packet
needs to be sent to the aircraft, the IGW uses the last two PUs
to estimate the current position of the aircraft. We define the
PU interval TPU as the time elapsed between two consecutive
PUs. The current position estimate is computed assuming great
circle trajectories as follows. If the last two PUs are given by

Pn−1 ≡ (θn−1, φn−1) @ tn−1

Pn ≡ (θn, φn) @ tn

with TPU = tn− tn−1, the aircraft’s true course ψn ∈ [−π, π]
is given by

ψn = ± cos−1 sin θn − sin θn−1 cos dn,n−1

cos θn−1 sin dn,n−1
(3)

where the negative sign applies if sin(φn − φn−1) < 0, and
dn,n−1 is computed as in (2). The angular distance covered
by the aircraft at time t from (θn−1, φn−1) is given by

d(t) =
t − tn−1

TPU
dn,n−1. (4)

The position of the aircraft at time t can then be computed as

θ(t) = sin−1
(

sin θn−1 cos d(t) + cos θn−1 sin d(t) cos ψn

)

φ(t) =
(
φn−1 + sin−1 sin ψn sin d(t)

cos θ(t)
+ π

)
mod 2π − π

for tn < t < tn + TPU .
Position updates need not be very frequent, since air-

craft headings rarely change, especially in oceanic en route
scenarios such as the one considered in this paper. Since
PUs are unicast back to the IGW and not flooded over the
network, overhead is not a big concern. They could also be
piggybacked onto payload packets. In addition, if the ground
station operator receives up-to-date position information about
all aircraft directly from the relevant aircraft operator through
the ground network, these PUs would not be needed.

C. Link model

Since our focus in this paper is on topological aspects, we
make use of an idealized communications link model, with
an omnidirectional transmission range. It is worth noting that
in aeronautical communications, the available transmit power
is virtually unlimited. The theoretical maximum transmission
range between two nodes is limited by the horizon for typical
line-of-sight communications. Assuming a flight altitude of
35000 ft, an air-ground link may reach up to approx. 225
nmi (nautical miles), whereas an air-air link may reach up
to approx. 450 nmi [22]. We have considered a fixed A/G
transmission range of 200 nmi. The A/A transmission range,
denoted by r, is a variable in our simulations. A link between
two aircraft exists if the distance between them is less than r.

IV. TOPOLOGY CHARACTERIZATION

First of all, we are interested in the graph theoretical charac-
teristics of the dynamic topology created by our aeronautical
ad hoc network, regardless of the routing technique used to
forward packets over the network. Unlike in other ad hoc
networks, nodes in an aeronautical ad hoc network often move
parallel to each other for extended periods of time. Moreover,
aircraft boast very high transmission ranges, in the order of
hundreds of kilometers. Considering typical en route speeds
around 900 km/h, the range-to-speed ratio is relatively high
when compared to other ad hoc networks. This means the
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topology changes very slowly, even when nodes are moving
with random directions.

We have defined the North Atlantic Corridor in our simu-
lations as the area above 45◦N and between the 10◦W and
60◦W meridians. These correspond roughly to the west coast
of Ireland and the east coast of Canada. Fig. 3 shows the
number of aircraft found within this area throughout the day.2
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Fig. 3. Variation in the number of aircraft in the NAC throughout the day.

The number of aircraft varies considerably, from a few
tens to a few hundreds of aircraft, depending on the time
of day. Also, we observe a cyclic behavior, with the peaks
corresponding to the westbound and eastbound rush hours,
respectively. The first trough corresponds to the time when the
last westbound flights are arriving in North America, while
the first eastbound flights are departing toward Europe. The
second trough is caused by the symmetric situation. As we
will show in the next section, connectivity during these periods
is severely degraded. However, this only affects those aircraft
flying over the NAC at the tail of the respective eastbound or
westbound aircraft cloud.

A. Connectivity

We define the connectivity C of the network as the fraction
of all aircraft that have at least one multihop path to an IGW at
a given time.3 We refer to such aircraft as connected aircraft.
Mathematically,

C(t) =
number of connected aircraft at time t

total number of aircraft at time t
.

Fig. 4 shows the variation in connectivity over 24 hours for
several values of the air-air transmission range in scenario A.

An air-air transmission range of 100 nmi is not sufficient
to guarantee an acceptable level of connectivity, even at rush

2This curve changes slightly from one day to another, depending on the
amount of transatlantic air traffic. We have chosen a representative average
day for our simulations.

3Aircraft directly connected to a ground station are not taken into account.
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Fig. 4. Variation in connectivity to the ground infrastructure throughout the
day in scenario A.

hours. On the other hand, a range of 200 nmi is sufficient to
provide ground connectivity to almost all aircraft most of the
time. Note than even a range of 300 nmi would not be enough
to guarantee connectivity at the first trough. The number of
aircraft in the NAC during this period is simply too low to set
up a multihop path to the ground. However, only a few aircraft
are affected by this lack of connectivity. These aircraft have
been observed to correspond to the latest westbound flights.

Simulations of scenario B have shown that the deployment
of additional IGWs hardly increases the connectivity of the
network to the ground infrastructure. This is explained by the
fact that most aircraft lacking connectivity in scenario A fly
too far south of Greenland and Iceland, so that no multihop
path can be set up to reach these IGWs in scenario B. The
IGWs in Labrador and Scotland do not contribute additional
connectivity due to their close geographic proximity to Gander
and Shannon, respectively.

We have also investigated ground connectivity from the
perspective of a single aircraft, rather than the whole network,
that is, what percentage of the flight duration the aircraft can
reach the ground. We denote this quantity by µ, that is,

µ =
total connected time

flight duration
.

We were surprised to find out that many aircraft are perma-
nently connected to the ground throughout the flight. Table I
gives the mean value µ̄, averaged over all flights, for scenario
A and the three ranges considered, plus the case where no
multihop communications are used (indicated by r=0 nmi). In
addition, the percentage of flights for which µ > 0.99 is given.

Already with r=200 nmi, almost two thirds of the flights
have virtually permanent connectivity to the ground. In this
case, an aircraft is connected to the ground on average 88%
of its flight duration.
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TABLE I
STATISTICS OF AIRCRAFT GROUND CONNECTIVITY

r 0 nmi 100 nmi 200 nmi 300 nmi

µ̄ 44% 73% 88% 94%

P(µ > 0.99) 0% 36% 63% 78%

B. Link Stability

As mentioned earlier, the topology of airborne ad hoc
networks changes relatively slowly, especially in oceanic en-
vironments, since nodes fly in much the same direction for the
most part. We therefore turn our attention now to link stability
by considering the duration T of inter-aircraft links.

Figs. 5 and 6 show the probability distributions of link
duration collected in our simulations.
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Fig. 5. Probability mass function of the link duration T between two aircraft.
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Fig. 6. Cumulative probability of the link duration T .

A representative value for the link duration is the range-
velocity ratio τ = r/v, where r is the air-air transmission
range and v the aircraft velocity. This ratio is given in Table
II for the three different ranges considered, assuming a typical
aircraft en route speed of v = 900 km/h. By close inspection
of Fig. 6 it can be seen that approximately half of the inter-
aircraft links last longer than τ , that is P(T > τ) ≈ 0.5. Table
II also gives the mean values of the link duration T , denoted
by T̂ .

TABLE II
STATISTICS OF INTER-AIRCRAFT LINK DURATION

r 100 nmi 200 nmi 300 nmi

τ 12.35 min 24.69 min 37.04 min

T̂ 25.8 min 42.6 min 54.7 min

These values confirm our expectations that links between
aircraft are often long-lived. In fact, the shorter links are those
between eastbound and westbound aircraft. Links between
aircraft flying in the same direction typically last for several
hours, forming a very stable airborne topology.

V. GREEDY FORWARDING

In this section, we investigate the performance of pure
greedy forwarding in the North Atlantic scenario, by consid-
ering two performance metrics:

a) packet delivery ratio, and
b) average path length.
In addition, we examine the geographic distribution of relay

traffic load in the airborne network.

A. Packet Delivery Ratio

The packet delivery ratio is defined as the percentage of
transmitted packets that are successfully delivered to their
destination. In our idealized network, there are only two
reasons why a packet may be dropped along the multihop
path from source to destination:

1. The source, aircraft or IGW, has lost topological connec-
tivity to the destination, but is not yet aware of this, due to
stale information in the RGSS or aircraft table, respectively.

2. Even though a multihop path may exist, the packet may
arrive at a local maximum, and be dropped there.

In order to isolate the connectivity problem from the per-
formance of greedy forwarding in the ad hoc network, we
have initially considered an IGWADV interval α = 1s. In
this way, we avoid having stale information in the RGSS and
aircraft tables. The variation in packet delivery ratio over 24
hours under these idealized conditions is shown in Fig. 7 for
scenario A.

It is important to emphasize that by setting α = 1s, the only
remaining reason for packets to be dropped is the presence
of local maxima. In other words, if there were no local
maxima in the topology, all packets would be successfully
delivered. Fig. 7 demonstrates the strong dependence between
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Fig. 7. Variation in the packet delivery ratio throughout the day, for α = 1s.

the frequency of occurrence of local maxima and the air-
air transmission range. With a 100 nautical mile range, the
path between source and destination often encounters a local
maximum, since connectivity is rather weak. This situation
can be observed at several locations in the topology shown in
Fig. 8.

Fig. 8. Example network topology showing local maxima at various locations
(r = 100 nmi, scenario A).

On the other hand, by increasing the transmission range,
richer connectivity leaves little room for local maxima. This
can be observed in Fig. 9.

Indeed, Fig. 7 shows that with a 200 nautical mile range
or above, more than 90% of the packets are successfully
delivered, except during the node density troughs of Fig. 3.
During these periods, the reduction in the number of nodes in
the NAC results in weaker connectivity, despite the increased
range, so that local maxima are more likely to occur.

We have considered in addition the percentage of success-

Fig. 9. Example network topology showing how increasing the transmission
range reduces the occurrence of local maxima (r = 200 nmi, scenario A).

fully delivered packets sent by a given aircraft throughout its
entire flight. We denote this quantity by η, that is,

η =
number of successfully delivered packets

total number of generated packets
.

Table III gives the mean value η̄, averaged over all flights, for
scenario A and the three ranges considered. In addition, the
percentage of flights for which η > 0.99 is given.

TABLE III
STATISTICS OF PACKET DELIVERY RATIO

r 100 nmi 200 nmi 300 nmi

η̄ 68% 89% 95%

P(η > 0.99) 9% 47% 63%

With r=200 nmi, almost half of the flights have virtually all
their generated packets successfully delivered to an IGW. In
this case, on average 89% of an aircraft’s generated packets
are successfully delivered to an IGW by greedy forwarding.

To investigate the effect of stale state in the RGSS and
aircraft tables, we have simulated the same scenario with α =
600s. Fig. 10 shows that stale information has a detrimental
effect on the packet delivery ratio only for the 100 nautical
mile range case, and only during the low connectivity periods.
It is remarkable how greedy forwarding, by not taking into
account global topological information, works well even in the
presence of stale information. With a 200 nautical mile range
or above, the packet delivery ratio is essentially unaffected by
the increase in the advertisement interval.

Simulation of scenario B, with 4 additional gateways, has
shown no significant performance improvement or degradation
in terms of packet delivery ratio.

B. Average Path Length

As a second performance metric, we have investigated how
many hops greedy forwarding requires to deliver packets to
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Fig. 10. Variation in the packet delivery ratio throughout the day, for α =
600s.

their destination, denoted by hGF, in particular when compared
to the topological minimum hop distance hSP, as in shortest
path routing. Fig. 11 shows the probability distribution of path
length obtained for scenario A. Note that we have deliberately
excluded paths of length 1, since these correspond to aircraft
that are directly connected to a ground station.
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Fig. 11. Probability mass function of the path length with greedy forwarding.

The average path length with greedy forwarding h̄GF and
shortest path routing h̄SP are summarized in Table IV for
scenarios A and B.

Compared to the shortest path, the path chosen by greedy
forwarding is on average only around 0.1 hops longer with a
100 nautical mile range. For higher range values the difference
in path length is negligible. This reveals yet another strength
of the greedy forwarding technique in our airborne network,
in that it very often results in the packet following the shortest
path (or one of the possibly multiple shortest paths), without

TABLE IV
AVERAGE PATH LENGTH WITH GREEDY FORWARDING

100 nmi 200 nmi 300 nmi

Scenario A h̄SP 5.92 hops 3.91 hops 3.37 hops

h̄GF 6.00 hops 3.93 hops 3.38 hops

Scenario B h̄SP 5.74 hops 3.61 hops 3.14 hops

h̄GF 5.82 hops 3.63 hops 3.16 hops

requiring every node to have global topological information
about the network. It is worth noting that paths to the ground
are on average no greater than 4 hops, with a realistic 200
nautical mile communications range.

The addition of four gateways in scenario B reduces the
average path length only by a small amount. This is explained
by the fact that connectivity to the IGWs in Greenland and
Iceland is rather sporadic, especially with a 100 nautical mile
range.

C. Distribution of Relay Traffic Load

Finally, we turn our attention to the geographic distribu-
tion of relay traffic load over the airborne ad hoc network.
Intuitively, aircraft flying close to the coast are subject to
heavy traffic loads, since they are more likely to be chosen
as forwarders toward the ground infrastructure. On the other
hand, aircraft flying in the middle of the Atlantic are not
subject to such heavy loads, since they are not so often part of
a multihop path to the ground. We have counted the number
of packets forwarded by aircraft depending on their location
(longitude) to find out the distribution of traffic load over the
network. This is shown in Figs. 12 and 13 for scenarios A and
B, respectively.
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Fig. 12. Geographic distribution of relay traffic load in scenario A.

Our simulations confirm that aircraft close to the coasts
of Ireland and Canada are subject to high relay traffic loads,
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Fig. 13. Geographic distribution of relay traffic load in scenario B.

forwarding around 5 times as many packets as aircraft flying
in the mid-oceanic region. This is where scenario B pays off.
By deploying additional gateways in Greenland and Iceland,
shorter multihop paths are made available for aircraft in the
mid-oceanic region to these gateways, thus relieving to some
extent the amount of traffic that needs to be relayed in the
Ireland and Canada coastal regions. Note, however, that this is
not the case when a range of 100 nautical miles is considered,
since connectivity to Greenland and Iceland is very infrequent
in this case.

VI. CONCLUSION

This paper has investigated the feasibility of extending con-
tinental coverage for civil aviation aircraft via air-air multihop
communications over oceanic airspace. It has been shown that,
assuming a realistic air-air communications range no greater
than 200 nautical miles, most transatlantic flights could have
virtually permanent connectivity via a multihop path to the
ground infrastructure. The topology formed by inter-aircraft
links exhibits high stability, with an average link duration
greater than half an hour. Forwarding based on local position
information, also known as greedy forwarding, appears to be
a promising routing strategy in aeronautical ad hoc networks.
Under moderate connectivity, this technique delivers almost all
packets to their destinations with a minimum number of hops.
Future research in this area will investigate ways of improving
the gateway discovery and selection mechanism, considering
issues such as load balancing across multiple gateways, as
well as modifying or complementing the greedy forwarding
approach with an alternative solution in case a local maximum
is found along the path from source to destination.
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