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10 Introduction to Storage Area Networks

2.1  Why use a SAN?
In this section we describe the main motivators that drive SAN implementations, 
and present some of the key benefits that this technology might bring to 
data-dependent business.

2.1.1  The problem
As illustrated in Figure 2-1, the 1990’s witnessed a major shift away from the 
traditional mainframe, host-centric model of computing to the client/server model. 
Today, many organizations have hundreds, even thousands, of distributed 
servers and client systems installed throughout its IT infrastructure. Many of 
these systems are powerful computers, with more processing capability than 
many mainframe computers had only a few years ago.

Figure 2-1   The evolution of storage architecture

Storage, for the most part, is directly connected by a dedicated channel to the 
server it supports. Frequently the servers are interconnected using local area 
networks (LAN) and wide area networks (WAN), to communicate and exchange 
data. The amount of disk storage capacity attached to such systems has grown 
exponentially in recent years. It is commonplace for a desktop personal computer 
or ThinkPad today to have storage in the order of tens of gigabytes. There has 
been a move to disk arrays, comprising a number of disk drives. The arrays may 
be “just a bunch of disks” (JBOD), or various implementations of redundant 
arrays of independent disks (RAID). The capacity of such arrays may be 
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Evolution of Storage
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[Tate, Lucchese, Moore: Introduction to Storage Area Networks, IBM 2006]
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Storage Area Network
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NAS and SAN

‣ Network-attached Storage
• storage device attached to a network
• access through NFS, AFS, SMB, etc. (file level)

‣ Storage Area Network
• storage system of interconnected storage devices
• access through FCP, iFCP, iSCSI (block level)

4
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NAS and SAN
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[Morris, Truskowski: The evolution of storage 
systems, IBM Systems Journal, 42(2), 2003]
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Internet:
An Open Network Architecture

‣ Concept of Robert Kahn (DARPA 1972)
• Local networks are autonomous

- independent 
- no WAN configuration

• packet-based communication
• “best effort” communication

- if a packet cannot reach the destination, it will be 
deleted

- the application will re-transmit
• black-box approach to connections

- black boxes: gateways and routers

6
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Application Telnet, FTP, HTTP, SMTP (E-Mail), ...

Transport
TCP (Transmission Control Protocol)

UDP (User Datagram Protocol)

Network
IP (Internet Protocol)
+ ICMP (Internet Control Message Protocol)
+ IGMP (Internet Group Management Protoccol)

Host-to-Network LAN (e.g. Ethernet, Token Ring etc.)

Protocols of the Internet

7
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Example: Routing between LANs
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Stevens, TCP/IP Illustrated
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Data/Packet Encapsulation
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Stevens, TCP/IP Illustrated
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Network Interconnections
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[Tanenbaum, Computer Networks]
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Repeater and Hub

‣ Receives, aplifies, re-transmits
• only on the signal level
• Information remains untouched
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Switch

‣ Connection of multiple network 
segments
• frames are forwarded only to 

the target segment
• collisions are not repeated
• store & forward (w. error 

correction)
• cut through switching: 

forwarding starts after the 
header is read
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Bridge

‣ Connection of two network 
segments 
• different access methods
• multiport bridge similar to 

switch 
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Routing
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Why do we need a network layer?

‣ Local Networks can be connected by hubs, switches, bridges
• Problems: 

- Hubs propagate collisions  
- Switching: Inefficient collection of routing information
- Problem of broadcasting
- Internet connects >> 10 Mio. local networks

‣ In large networks, routing information becomes necessary
• How is it collected?
• How are packets forwarded? 

15
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Routing Tables and 
Packet Forwarding

‣ IP Routing Table 
• contains for each destination the address of the next gateway
• destination: host computer or sub-network
• default gateway

‣ Packet Forwarding
• IP packet (datagram) contains  start IP address and destination IP address

- if destination = my address then hand over to higher layer
- if destination in routing table then forward packet to corresponding 

gateway
- if destination IP subnet in routing table then forward packet to 

corresponding gateway
- otherwise, use the default gateway

16
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Routing Table (Distance Vector)
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[Tanenbaum, Computer Networks]
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IPv4 Packet Header
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IP Packet Forwarding

‣ IP -Paket (datagram) contains...
• TTL (Time-to-Live): Hop count limit
• Start IP Address 
• Destination IP Address

‣ Packet Handling
• Reduce TTL (Time to Live) by 1
• If TTL ≠ 0  then forward packet according to routing table
• If TTL = 0 or forwarding error (buffer full etc.):

- delete packet
- if packet is not an ICMP Packet then

✴ sende ICMP Packet with 
• start = current IP Address 
• destination = original start IP Address

19
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Static and Dynamic Routing

‣ Static Routing
• Routing table created manually
• used in small LANs

‣ Dynamic Routing
• Routing table created by Routing Algorithm
• Centralized, e.g. Link State

- Router knows the complete network topology
• Decentralized, e.g. Distance Vector

- Router knows gateways in its local neighborhood

20
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Hierarchical Routing

‣ Internet consists of Autonomous Systems 
(AS)
• example: uni-freiburg.de

‣ Intra-AS-Routing (Interior
Gateway Protocol)
• z.B. RIP, OSPF, IGRP, ...

‣ Inter-AS-Routing (Exterior Gateway 
Protocol)
• between Gateways
• decentralized
• everybody can define a metric
• z.B. BGP

21
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Intra-AS Routing

‣ Inter-AS
• Routing Information Protocol (RIP) 

- Distance Vector Algorithmus
- Metric = hop count
- exchange of distance vectors (by UDP)

• Interior Gateway Routing Protocol (IGRP)
- successor of RIP
- different routing metrics (delay, bandwidth)

• Open Shortest Path First (OSPF)
- Link State Routing (every router knows the topology)
- Route calculation by Dijkstra’s shortest path algorithm

22

Mittwoch, 8. Februar 12



Distributed Storage Networks
and Computer Forensics
Winter 2011/12

Computer Networks and Telematics
University of Freiburg

Christian Schindelhauer

Inter-AS Routing

‣ Problems of Inter-AS Routing
• AS may reject packets
• Political consideration: Routing through other contries?
• Routing metrics of different AS are not compatible

- path optimization impossible
- Inter-AS Routing tries to achieve reachability

• Currently, Inter-Domain Router know more than 140.000 
Networks

‣ Border Gateway Protocol (BGP)
• Path-Vector Protocol

23
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Network Congestion

‣ (Sub-)Networks have limited bandwidth
‣ Injecting too many packets leads to

• network congestion
• network collapse

24
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Congestion and capacity
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Congestion Prevention

26

Mittwoch, 8. Februar 12



Distributed Storage Networks
and Computer Forensics
Winter 2011/12

Computer Networks and Telematics
University of Freiburg

Christian Schindelhauer

Congestion Prevention by Routers

‣ IP Routers drop packets
• Tail dropping
• Random Early Detection

27
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The Transport Layer

28

‣ TCP (Transmission Control 
Protocol 
• connection-oriented
• delivers a stream of bytes
• reliable and ordered 

‣ UDP (User Datagram 
Protocol)
• delivery of datagrams
• connectionless, unreliable, 

unordered
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The Transmission Control 
Protocol (TCP)

‣ Connection-oriented
‣ Reliable delivery of a byte stream 

• fragmentation and reassembly (TCP segments)
• acknowledgements and retransmission

‣ In-order delivery, duplicate detection 
• sequence numbers

‣ Flow control and congestion control
• window-based (receiver window, congestion window)

‣ challenge: IP (network layer) packets can be dropped, 
delayed, delivered out-of-order ...

29
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TCP Connections
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Connection establishment Connection termination
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Flow control and congestion control
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[Tanenbaum, 
Computer Networks]
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Flow Control
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acknowledgements and window management
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Retransmissions

‣ Retransmissions are triggered, if acknowledgements do 
not arrive
   ... but how to decide that?

‣ Measurement of the round trip time (RTT)

33
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Retransmissions and RTT
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Congestion revisited

‣ IP Routers drop packets
‣ TCP has to react, e.g. lower the packet injection rate

35
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Congestion revisited
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…

Data rate adaption and the 
congestion window

‣ Sender does not use the maximum 
segment size in the beginning

‣ Congestion window (cwnd)
• used on the sender size
• sending window: min {wnd,cwnd}

(wnd = receiver window)
• S: segment size 
• Initialization:

- cwnd  ← S
• For each received 

acknowledgement:
- cwnd  ← cwnd + S

• ...until a packet remains 
unacknowledged

37
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Slow Start of TCP Tahoe

38

slow start
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‣ TCP uses basically the following mechanism
to adapt the data rate x (#packets sent per RTT):
• Initialization:	 	

• on packet loss: multiplicative decrease (MD)	

• if the acknowledgement for a segment arrives, perform 
additive increase (AI)	
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x ← 1

x ← x +1

x ← x/2

The AIMD principle

39
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AIMD
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Example of TCP Reno

Slow Start Additive Increase

Fast RecoveryFast Retransmit

Multiplicative Decrease

41
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Throughput and Latency

‣ Congested situation (cliff):
• high load
• low throughput
• all data packets are lost

‣ Desired situation (knee):
• high load
• high throughput
• few data packets get lost

42
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TCP vs. UDP

‣ TCP reduces data rate
‣ UDP does not!
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TCP - Conclusion

‣ Connection-oriented, reliable, 
in-order delivery of a byte stream 

‣ Flow control and congestion control
• Fairness among TCP streams
• Unfair behavior of other protocols, e.g. UDP
• Impact on latency
• Tweaking the congestion avoidance mechanism has an 

impact on other applications

44
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Storage networking

‣ Fibre Channel

• standard connection for SANs

• Medium: fibre-optic but also twisted pair

• Protocol: channel-like transport of SCSI commands
• Topologies: From point-to-point to networks

• Advantages: flexible connectivity, networking capabilities

45
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Fibre Channel Protocol (FCP)

‣ Transport protocol for SCSI commands
‣ Layered architecture 

46

36 Introduction to Storage Area Networks

3.2  Layers
Fibre Channel (FC) is broken up into a series of five layers. The concept of 
layers, starting with the ISO/OSI seven-layer model, allows the development of 
one layer to remain independent of the adjacent layers. Although, FC contains 
five layers, those layers follow the general principles stated in the ISO/OSI 
model. 

The five layers can be categorized into these two:

! Physical and signaling layer
! Upper layer 

Fibre Channel is a layered protocol. as shown in Figure 3-5. 

Figure 3-5   Upper and physical layers
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FCP Layers
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FC4 Protocol Mapping Layer encapsulation of other protocols

FC3 Common Services encryption, striping, RAID, etc.

FC2 Framing and Signalling data transport, routing

FC1 Transmission Protocol 8b/10b encoding and decoding

FC0 Physical Layer medium
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Fibre Channel Topologies
‣ Point-to-Point

• connection of 2 nodes

‣ Arbitrated Loop (FC-AL)
• shared bus of up to 126 

nodes

‣ Switched Fabric (FC-SW)
• interconnection network
• routing and transport 

protocols

48

74 Introduction to Storage Area Networks

assume it is based on 2 Gbps technology) with three initiators and three targets 
can support three concurrent 200 MBps conversations or a total of 600 MBps 
throughput (1,200 MBps if full-duplex applications were available).

A switched fabric configuration is shown in Figure 4-4.

Figure 4-4   Sample switched fabric configuration

This is one of the major reasons why arbitrated loop is fast becoming a legacy 
SAN topology. A switched fabric is usually referred to as a fabric. One way of 
identifying yourself as a newcomer to the SAN world is to refer to your “switched 
fabric”, just use the term fabric and you will be fine.

4.2  Port types
The basic building block of the Fibre Channel is the port. The following lists the 
various types of Fibre Channel port types and their purposes in switches, 
servers, and storage. These are the types of Fibre Channel ports that are likely to 
be encountered:
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Network Storage Types

‣ Direct attached storage (DAS)
• traditional storage

‣ Network attached storage (NAS)
• storage attached to another computer accessible at file level 

over LAN or WAN
‣ Storage area network (SAN)

• specialized network providing other computers with storage 
capacity with access on block-addressing level

49
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IP storage networking protocols 

‣ Fibre Channel over IP (FCIP)
• Tunneling data between SAN devices through IP networks
• based on TCP connections
• links SAN devices and switch fabrics over IP networks
• Merging switch fabrics over IP links problematic 

(frequent switch reconfigurations because of link unreliability) 

50

96 Introduction to Storage Area Networks

5.6.1  FCIP
FCIP is a method for tunneling Fibre Channel packets through an IP network. 
FCIP encapsulates Fibre Channel block data and transports it over a TCP 
socket, or tunnel. TCP/IP services are used to establish connectivity between 
remote devices. The Fibre Channel packets are not altered in any way. They are 
simply encapsulated in IP and transmitted. 

Figure 5-1 shows FCIP tunneling, assuming that the Fibre Channel packet is 
small enough to fit inside a single IP packet.

Figure 5-1   FCIP encapsulates the Fibre Channel frame into IP packets

The main advantage is that FCIP overcomes the distance limitations of native 
Fibre Channel. It also enables geographically distributed devices to be linked 
using the existing IP infrastructure, while keeping fabric services intact. 

The architecture of FCIP is outlined in the Internet Engineering Task Force 
(IETF) Request for Comment (RFC) 3821, “Fibre Channel over TCP/IP (FCIP)”, 
available on the Web at:

http://ietf.org/rfc/rfc3821.txt

Because FCIP simply tunnels Fibre Channel, creating an FCIP link is like 
creating an inter-switch link (ISL), and the two fabrics at either end are merged 
into a single fabric. This creates issues in situations where you do not want to 
merge the two fabrics for business reasons, or where the link connection is prone 
to occasional fluctuations. 

Many corporate IP links are robust, but it can be difficult to be sure because 
traditional IP-based applications tend to be retry-tolerant. Fibre Channel fabric 
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IP storage networking protocols 

‣ Internet Fibre Channel Protocol (iFCP)
• Fibre Channel switch fabric services over IP networks
• based on TCP connections
• uses IP routing and switching
• can replace the Fibre Channel switch fabric

51
 Chapter 5. IP storage networking 97

services are not as retry-tolerant. Each time the link disappears or reappears, the 
switches re-negotiate and the fabric is reconfigured.

By combining FCIP with FC-FC routing, the two fabrics can be left “un-merged”, 
each with its own separate Fibre Channel services.

5.6.2  iFCP
iFCP is a gateway-to-gateway protocol. It provides Fibre Channel fabric services 
to Fibre Channel devices over a TCP/IP network. iFCP uses TCP to provide 
congestion control, error detection, and recovery. iFCP’s primary purpose allows 
interconnection and networking of existing Fibre Channel devices at wire speeds 
over a IP network.

Under iFCP, IP components and technology replace the Fibre Channel switching 
and routing infrastructure. iFCP was originally developed by Nishan Systems 
who were acquired by McDATA in September 2003. 

To learn more about the architecture and specification of iFCP, refer to the 
document at the following IETF Web site:

http://www.ietf.org/internet-drafts/draft-ietf-ips-ifcp-14.txt

There is a popular myth that iFCP does not use encapsulation. In fact, iFCP 
encapsulates the Fibre Channel packet in much the same way that FCIP does. In 
addition, it maps the Fibre Channel header to the IP header and a TCP session, 
as shown in Figure 5-2.

Figure 5-2   iFCP encapsulation and header mapping
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