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General Remarks

What, where, how?
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Our Group 
Who, what, where?

• People 

• Prof. Dr. Christian Schindelhauer 

• Sneha Mohanty 

• Saptadi Nugroho 

• Peter Krämer 

• Dr. Johannes Wendeberg (Telocate) 

• Dr. Fabian Höflinger (Telocate) 

• Dr. Joan Bordoy (Telocate) 

• Partners 

• Telocate 

• Prof. Dr. Axel Sikora 

• Prof. Dr. Stefan Rupitsch
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General Remarks 
What is a project? 
What is a thesis?
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• Study programs at the Faculty 

• Computer Science, Embedded Systems 
Engineering, (IMTEK, SSE) 

• Bachelor, Master, (PhD, PostDoc) 

• Project 

• Bachelor project (6 ECTS) 

• Master project (18 ECTS) 

• Theses 

• Bachelor Thesis (15 ECTS) 

• Master Thesis (30 ECTS) 

• Projects 

• are practical and should train for your future 
work as an engineer/IT specialist 

• help us to perform research 

• can be the warm-up phase for a thesis 

• Theses 

• is the plural of thesis 

• is an academic individual work of the student 

• i.e. could lead to a scientific publication
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Types 
What kinds of projects/theses exist?

Theory 

• Mathematical treatment of a topic 

• i.e. Theorem, Lemma, Proof 

Practical Work 

• Design, Implementation, Set-up, Testing 

• of programs or embedded systems 

Experimental Work 

• Design of an experimental buildup 

• Documentation of the setup, experiments and surrounding 

• Analysis of the experiment and conclusion 

• may involve programming, building a system, etc.
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Figure 15: Tail weight Tgt(t) of 10000 nodes aggregating the average using Random-Call-Pull.
The inputs to the nodes are constant and uniformly distributed from the interval [0, 100].

6.3.4 Random-Call-Pull

In Figure 15 one can see that the Random-Call-Pull algorithm produces biased results. One can
even read o↵ how biased the results are. For some ", the tail weight goes to zero which means
that all nodes at the end have an approximation of at most distance " to the ground truth. For
other ", the tail weight goes to one which means that all nodes have have an approximation of
at least distance " to the ground truth. For a certain "0 for " > "0, the tail weight goes to zero
and for " < "0, the tail weight goes to one. For this experiment 0.2 < "0 < 0.3. For some " < "0,
the tail weight first decreases and then increases again. One could interpret this as follows: At
first the standard deviation of the distribution of estimations is getting smaller and smaller and
the mean is moving towards the ground truth. Later in the simulation, the standard deviation
goes to zero. However, the mean missed the ground truth. This results in a tail weight of 1.

At first glance Figure 16 looks the same as Figure 10 and Figure 14. However, the distance
between two points on a line increases by a constant factor every round. This means that the
tail weight TY (t) decreases doubly exponentially. This in turn implies that only log log n rounds
are needed until all nodes are within a certain distance to Y (t).

6.3.5 Permutation-Pull

Permutation-Pull has an advantage over Random-Call-Pull, which is that there is never a value
that is included more often into the aggregate than other values. That is why this algorithm
converges to the ground truth and the lines in Figure 17 all converge to zero. Because it uses
pull, the tail weights decrease doubly exponentially in Figure 17 as well as in Figure 18.

Theorem 2. For Permutation-Pull Y (t) = avg(Xt) for all t.

21

Figure 13: Experiment with ignore lists for each node

back. If no acknowledgement is received, the node will send the message after a
random delay again. This approach helps a bit, but still leaves room for a lot of
improvements. Also one problem is that if a node sends a RREQ ,and several
nodes hear this RREQ, they all want to forward the RREQ at a similar time.
Since the RREQ is also a broadcast, one can not rely on the acknowledgements,
as the node does not know if any of the messages will arrive. However, this
can be partially improved if each node waits a random time before forwarding a
RREQ. Slotted ALOHA can not be used in the current implementation, as the
nodes to not have a time synchronisation build in. Another simple improvement,
however, would be to wait for the channel to be free before transmitting as is
being done in CSMA.
The working principles of AODV should also be used to further avoid collisions.
If a node forwards a message it will know that the receiving node will soon send
two messages. Firstly the acknowledgement will be send back and afterwards
the same message will be forwarded. This means that the node knows that the

19

GasLok Network Protocol 
Philip Klein 2020

Design and Implementation of a Simulation Environment for 
Peer-to-Peer based Data Aggregation of Time-Series Data  
Alexander Weinmann June 29, 2021 
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The estimation error depends mostly on the potential and thus the goal is to find the

r for which the potential decreases the fastest. In [5] the authors showed that the
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Proof. The proof is similar to the proof in [5]. The key di�erence is the parameter
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Timeline of a Project/Thesis

7

Preparing 

• contact the contact person 

• work out the specifics of the task 

• get the literature 

• get the material 

Starting 

• Register with the examination office 

• Kickoff presentation at the Oberseminar 

• contact Sneha Mohanty  

• with desired date, title, abstract 

Working 

• go to meetings 

• especially if you think there is nothing to report 

• stay in contact with your contact person 

• report difficulties, new insights, successes 

• Start writing down your results early 

Finishing 

• deadlines of theses are strict 

• except you break your arm or leg  

• then apply for an extension at the examination 
office 

• projects have a flexible deadline 

• Submission  

• your thesis to the examination office 

• project report to your contact and to the chair (me)  

• via NextCloud, E-Mail, paper 

• final presentation in the Oberseminar 

• contact Sneha Mohanty for scheduling
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Your Project

Everything you have ever dreamt of
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Many Industrial Projects and Theses  
are Scams

9

• Famous, prestigious companies are scamming 
students 

• Promise thesis 

• „tHe OnLy tHiNg yOu nEeD iS tO fInD a 
sUpErVisiNg pRoFeSSor“ 

• offer some money 

• BUT 

• finding a supervisor is their job 

• offered theses are often not academic 

• offered money is way below your pay grade 

• They want hard work for cheap money 

• If you find a supervisor and start such a thesis 

• Plus 

• Money and a thesis 

• contact to company 

• Minuses 

• you have two bosses 

• you cannot publish your results NDA 

• worse grades, less money 

• finding a job is not a problem 

• you are wasting your only chance to get 
into academic research
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The good industrial theses and 
Pitch your idea .

10

• The good industrial theses 

• the supervisor is in the field, e.g. computer scientist 

• supervisor has a publication record 

• contacts to universities have been established 

• they are interested in publishing the results 

• Good industrial projects 

• projects work much better than theses with industry 

• but, they do not know how grading works… 

• or just going YOUR WAY 

• You have an original idea 

• tell us about it 

• show us that it has academic potential 

• show us the relation to our research 

• or at least the name of the chair 

• You work out the fine print 

• own literature research 

• own risk 

• but also your own chance of doing your thing
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Localization

ILDARS, Self-Calibration 
Signal Processing
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ILDARS 
Indoor Localization based on Directed and Reflected Signals

12

• A silent bat hears some other bats 

• can detect the direction and the time of a sound signal 

• can be directed or reflected signal 

• Question: 

• What can a silent bat locate? 

• ILDARS problem 

• Oracle version: 

• The names of the reflecting walls are given 

• e.g. in a characteristic table 

• General version: 

• Nothing is known 

• Use Occam’s razor for explanation of the world 

• Literature 

• Mohanty, S., What can a Silent Bat Locate?, draft, 2023

23:2 What can a Silent Bat Locate?

Figure 1 A mute bat in the cave receives some sound signals at known directions and time points.
In order to compute the location it has to compute the ILDARS problem

1 Introduction30

The ability of bats to deftly maneuver and even hunt in confined caves using only sound is31

a continually fascinating marvel of nature. To achieve this, bats emit sound signals that32

are reflected by walls and prey. These reflected signals are then directionally located by33

a complex ear apparatus that has evolved over millions of years. This behavior inspired34

technology like Radar, LiDar [19] and sound based room localization systems for locating35

conference room walls [16]. It also inspired research papers where the author asked, whether36

one could deduce the architecture of a cathedral with a single snap that would be received37

by a microphone array [5].38

Motivation39

But is it possible for a silent bat to locate other bats? Clearly, directional information is40

available. If two signals—one direct and one reflected—are heard, the bat can determine the41

location by ray tracing both signal paths until they intersect, provided that the geometry of the42

cave is known. But what if the geometry is also unknown? In that case, the only information43

available to the bat received sound signals, from which only directional information and44

arrival times can be deduced. These signals may or may not correspond to the same sound45

event, and each could have taken a complex reflective path through the unknown cave.46

We formalize this problem as the Indoor Localization using Directed And Reflected Signals47

(ILDARS) problem as shown in Fig. 1. This is motivated by the availability of microphone48

arrays capable of determining the direction and timing of incoming sound signals. However,49

these signals can originate directly from a sender or might be reflected from one or multiple50

walls, which we assume to be parts of a plane. We approach the problem geometrically in51

both two and three dimensions and assume arbitrary precision for coordinates and time52

points. Furthermore, we assume that reflecting walls, sender locations, and sender time53

points are in general position, while some recent publication follows a more realistic setting54

where the precision is limited and error-prone [9].55

Indoor localization presents a formidable challenge, necessitating ongoing research e�orts56
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Figure 2 If the characteristic table is at hand we have the Oracle ILDARS problem

to address its two defining characteristics: Reflection and Obstruction. Although these57

factors are often considered adversarial, the seminal work by Dokmanic et al. [5] has shown58

that reflections can actually reveal a room’s structure, thereby aiding in the localization59

of sound events. Dokmanic’s research relies on the observation that Euclidean Distance60

Matrices—defined by the square of the Time of Flight (TOF) of a signal—have a low rank,61

specifically d + 2 for d-dimensional space. Extending this line of research, we do not assume62

knowledge of when a signal was produced. Therefore, we cannot deduce room geometry [4, 5]63

or learn shapes [3] based on Euclidean Distance Matrices or their kinetic extensions [17],64

since the best timing information we possess is the Time Di�erence of Arrival (TDOA).65

A sound based indoor localization system with a single receiver device solves the problem66

of calibrating multiple receivers and is cheaper than existing systems. Synchronization of67

senders and receivers is not necessary. This work aims at answering the question whether68

such a system is possible in principle.69

Contributions70

First we classify a class of infeasible characteristic tables based on a degree of freedom71

analysis. Then, we show how localized walls help to localize sending events and vice versa.72

An important result is a closed-form solution for the oracle based version, which we call73

the semicircle Lemma 5. Given two senders generating two direct and two reflected signals74

from the same wall we have a closed form solution for computing the wall’s and senders’75

positions. Clearly, the information that these signals have this property is not available at76

the receiver. In [8, 9] we assume pairs of directed and single-wall reflected signals compare77

which algorithms work best when measurement errors occur.78

Finding the corresponding signals of a sender is also known as the labelling problem. It79

is solved for given time-of-flight (TOF) information (without directional information) using80

Euclidean Distance matrices [5], but cannot be solved if not enough signals are given [14].81

We model the missing labelling information of the sound path from sending event to the82

receiver by a tuple, called reflection descriptor, which logs the reflecting walls of an incoming83

signal. Since for each of these reflection descriptor the ray is uniquely determined, we define84

a table with the rows indicating the sending event and columns containing the reflection85

STACS 2024
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Theoretical ILDARS

13

• Task: 

• Assuming perfect precision input 

• Can we determine the position of the signals for this input? 

• Can we calculate the walls? 

• Literature 

• Mohanty, S., What can a Silent Bat Locate?, draft, 2023 

• Marcel Schuhmacher, Theoretical Analysis of the Two-Dimensional 
Indoor Localization Problem based on TDOA and Direction Vectors for 
one Source and two Reflecting Lines, Bachelor Thesis, 2025 

• solved the case of two walls in 2D 

• Projects 

• many senders, two walls, in 2D 

• one sender, two walls in 3D 

• one sender, three walls in 2D 

• which reflections scenarios are possible? 

• Contact 

• Christian Schindelhauer, Sneha Mohanty

23:6 What can a Silent Bat Locate?

Figure 3 An infeasible case
by the degree of freedom
analysis of Proposition 1

Figure 4 An infeasible
situation: s1 cannot be
localized

Figure 5 The Semicircle-
theorem allows the bat to
localize s1, s2 and the wall w
if the labelling is known

in a general arrangement.178

4 Oracle-ILDARS179

A mute bat receiving only line of sight signals knows from the direction of the sound signal180

and that the signal has been produced prior to the arrival time, but has no way to compute181

the distance in this problem setting. Moreover, there are other situations where given the182

reflection descriptor the problem is ill-posed; to better understand this, we can analyse the183

degree of freedom. In d dimensions, each sound event can be characterized by d+1 parameters184

(considering both time and space), while every wall can be described by d parameters, such185

as the normal vector pointing from the receiver to the wall. Importantly, each incoming186

signal o�ers d ≠ 1 dimensional data regarding the direction and an additional dimension187

representing time, which leads to the following proposition.188

I Proposition 1. The oracle ILDARS problem involving n received signals, k sound events,189

and m walls is insolvable if the characteristic table shows that each of the m walls is associated190

with at least one positive entry and the following inequality holds:191

dn < (d + 1)k + dm .192

Proof. Each signal induces d + 1 dimensions and each wall d dimensions for a (d + 1)k + dm-193

dimensional search space. Each incoming signal reduces this manifold by d dimensions: the194

directional input provides d ≠ 1 equations, with the timing information contributing to one195

more. If all walls are implicated in a reflection, they must be accounted for in the calculations196

to fully resolve the problem. J197

The line-of-sight scenario is a direct application of this observation with m = 0 and n = k.198

There are also more complex scenarios that we cannot resolve due to this degree of freedom199

analysis, as depicted in Fig. 4. Here, a single sound event has reflection descriptors (w1),200

(w2), and (w1, w2) (initially reflected from w1 and then from w2). In this case, we have201

m = 2, k = 1, and n = 3, which implies that s1 cannot be localized.202

On the positive side, we can localize s1 in this case if we knew the positions of the203

reflecting walls. Then, we could determine s1 via triangulation.204
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I Lemma 2. Triangulation: If for a sound event in the characteristic table two positive205

entries exist, for which all walls in the two reflection descriptors have been localized, then the206

sound event can be localized and its creation time can be computed.207

Proof. Note that we can compute the two reflection paths using the reflector descriptions.208

In three dimensions, these paths intersect only at one point since we assume that the walls209

are in general position. In two dimensions, more intersections might occur. Then, we can use210

the timing information for each intersection to check whether the time di�erence of arrival is211

correct. Since the send events occur at general positions and times, there can only be one212

solution with probability 1. J213

On the other hand, if we know the location and time of a sound event, we can calculate214

the normal vector of the reflecting wall, if it is the only one (utilizing the dot product È·, ·Í).215

I Lemma 3. Single wall computation: Given the position s and creation time t(s) of a216

sound event, and the arrival time t and arrival direction d of it at the receiver, one can217

calculate the normal vector to the wall as n = du, where r = (t ≠ t(s))d, u = r≠s
Îr≠sÎ2

.218

Proof. The reflection of s appears to be at r = (t≠t(s))d and the triangle formed by 0, n, s+r
2

219

has a right angle at n as shown in Fig. 6. Furthermore, r ≠ s is perpendicular to the mirror220

and thus describes the direction towards the wall u. The distance towards the mirror is thus221

described by
+

r+s
2

, u
,
. J222

Figure 6 Notations used in the
Semicircle Lemma 5

Figure 7 The recursive
semicircle corollary allows to
localize a single snap

Figure 8 Locating a single
snap and two walls with a
single receiver using oracles
without a direct signal

If we know all but one wall of a descriptor path and the location of the sound event, we223

can use this lemma in order to compute the missing wall.224

I Lemma 4. Missing wall computation: Given the position s and creation time t(s) of a225

sound event and a reflection descriptor where all walls except one have been localized, we can226

compute the normal vector to the missing wall.227

Proof. We reduce this problem to the single wall computation lemma as follows. Let wa228

be the missing wall in the descriptor (w1, . . . , wa≠1, wa, wa+1, . . . w¸). We will now mirror229

the s0 = s iteratively to the walls w1, w2, . . . wa≠1 using si+1 = si + 2uiÈwi ≠ si, uiÍ, where230

wi describes the normal vector of the wall and ui = wi
ÎwiÎ2

its direction, and receive sa.231

Similarly, we map the receiver r0 = 0 using the other known walls but backwards, i.e.,232

ri+1 = si + 2uiÈwa≠i ≠ si, uiÍ and receive ra. Now we have untangled the reflection from233
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23:10 What can a Silent Bat Locate?

We are now establishing the following proposition in order to extend our tools.314

I Proposition 10. Given a wall w1 and its mirrored image of this wall with respect to an315

unknown wall w2 one can compute the normal vector of w2.316

Proof. Note that the intersection of the walls w1 and w2 remains unchanged. So, by the law317

of reflection the angle bisector of w1 and its mirrored image gives w2. J318

These observations allow us to show that it is not even necessary to have single line of319

sight signal in order to compute two walls and a single sound event, see Fig. 8.320

I Proposition 11. For four di�erent incoming signals with signal descriptors (w2), (w1, w2),321

(w2, w1), (w1, w2, w1) for a single sound event s it is possible to compute the location of s322

and the normal vectors of w1 and w2.323

Proof. First, Corollary 8 gives us the normal vector of w1. Then, Lemma 9 gives us the324

creation time of s because the descriptors (w2), (w2, w1). Now consider the reflection s12325

of s with respect to (w1, w2) and the reflection s2 with respect to w2. Both points can be326

computed, since the arrival directions and time of flight (which is the same) are known. Now327

s12 is the mirrored image of s2 with respect to the mirrored wall w1 with respect to w2. By328

Proposition 10 we know can compute w2 and thus s, since we know all walls. J329

The last example shows that even complex characteristic tables with no line-of-sight can330

be computed, while even simple ones like one sending event which is received directly and331

via the reflection of an unknown wall cannot be solved, see Fig 3. Clearly, in this case since332

the degree of freedom equation of Proposition 1 is not satisfied, since n = 2, k = 1, m = 1333

and thus 2d < 2d + 2 holds.334

Figure 9 Infeasible case where the intersection
of w1 and w2 and the angle can be calculated..
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Figure 10 If we rotate the wall w around p
with angle –, then the sound events s and sÕ,
which is rotated from s around p by 2– produce
identical input data..

Some infeasible cases cannot be described by this simple analysis, e.g. if the subtext of335

Fig. 3 appears in a more complex scenario, where the equation dn Ø (d + 1)k + dm holds336

simply because other sound events cause multiple reflections with walls. We can observe the337

following non-feasibility results.338

I Lemma 12. If for a sending event s in the characteristic matrix there is at most one339

positive entry, then s cannot be located.340

Proof. Consider the reflection path from s to 0 and shorten it by some ‘ > 0. Then with341

this sending event sÕ at the beginning of this path with starting time t(sÕ) = t(s) ≠ ‘ behaves342

completely the same. J343

walls not computable

Albert-Ludwigs-Universität Freiburg | Christian Schindelhauer | Projects | Winter 25/26

positions can be determined
walls can be determined

walls not computable

position not computable

positions can be determined
walls can be determined

positions can be determined
walls can be determined



Silent Bat in „Normal“ Architecture

14

• In the silent bat approach we have assumed walls in 
general position 

• Question 

• Can we transfer the results to parallel and 
rectangular mirrors? 

• How about new shapes  (planes, spheres, cylinders) 

• Task  

• Find algorithms to detect such walls and perform 
localization 

• Contact 

• Christian Schindelhauer 

• Sneha Mohanty

Fig. 1. Receiver device at position o receives one direct and multiple reflected
signals from sound source s1

to the sender, we assume ~o = 0 in the setup shown here in
Figure 1.
Figure 2 shows an overview of the design of the ILDARS
system: The first step is to find clusters of measurements, each
corresponding to one wall, such that all reflected signals in one
cluster are reflected from the same wall. For this clustering step
we introduce two alternatives titled Inversion and Gnomonic

Projection.
After the measurements have been clustered, we can use
one cluster of measurements to compute the direction of the
corresponding wall. Once the wall’s direction is known, we
can also compute the distance.
For computing the direction of the wall, we need to average
over selected pairs of measurements. We have three options
for selecting such pairs, called All Pairs, Disjoint Pairs and
Overlapping Pairs.
Clustering the measurements and computing the direction and
distance of the walls is what we refer to as the Self-Calibration
step. Using the computed wall positions, we can then compute
the position of the sender for a given measurement in the Lo-
calization step. The reason for separating the process into these
two steps is that the Self-Calibration step could be executed
once, and then it’s results could be used for new individual
measurements in an online variant of the localization step.

  Self-Calibration

  Localization

Clustering of Measurements according to Walls

Computation of wall direction

Wall Selection

Computing Positions based on Given Walls

Closest Lines
Exended Algorithm
(using all walls)

Average over selected walls

Output
Position of Sound source

Reflection
Geometry

Map to
Normal

Wall
Direction

Closest
Lines

Inputs
(u,v,Delta)

Computionation of wall distance

Disjoint PairsAll pairs Overlapping Pairs

Inversion Gnonomic
Projection

Fig. 2. Design of the ILDARS system

V. SELF CALIBRATION

As our initial input, we get a large set of measurements
from different walls. In the self calibration phase, we need to
separate these measurements by the walls that the respective
reflections were reflected from. In addition to that, we also
compute the direction and distance of the wall.

A. Clustering

1) Inversion Approach: From a triple (�!v ,�!w ,�), we can
construct circular segments which intersect with the wall from
which �!w was reflected. As illustrated in Figure 3, circular
segments from the same wall intersect if the measurements are
perfect, which can be used to find reflections from the same
wall. Note that, with measurement errors, the circular segments
would not perfectly intersect, but segments from the same wall
would still be close to each other, meaning that we need to
identify close segments in order to find segments belonging to
the same wall. One approach we use to determine the closeness
of two circular segments is to apply Unit Sphere Inversion to
their respective endpoints, which gives us the endpoints to a
finite line segment.
For a given vector ~v = (x, y, z), we compute it’s inversion
v0 := (x,y,z)

x2+y2+z2 . This definition is based on the Book ”Intro-
duction to Geometry” by Coxeter [6], where its also shown
that inverting the points of a circle that goes through the origin
results in a line. Since all measurements are relative to the
receiver, we can assume that the receiver is at the origin, which

2

https://www.cgtrader.com/free-3d-models/interior/living-room/living-room-design-001
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• Based on several incoming signals 

• predict pairing and order of reflection 

• differentiate and detect reflected and LOS signal 

• compare ILDARS, Fingerprinting and ML 

• Literature 

• Gabbrielli, 3-D Angle of Arrival Ultrasonic Indoor 
Localization System with Chirp Spread 
Spectrum Multi-User Identification, PhD Thesis, 
2023 

• Contact 

• Christian Schindelhauer, Sneha Mohanty
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high-level and expensive components deliver an overall better
SNR, also at longer range, but graving on the beam directivity,
which is an important aspect for a localization system [16].
Our choice is, furthermore, motivated by the need to work
with transducers, similar to the ones mounted in commercially
available mobile devices, such as smartphones.

Fig. 2. The AoA ultrasonic receiver composed of 5 microphone placed on a
pentagon of length dM = 8 cm (on the left) and the ultrasonic speaker tag
(on the right).

The source tag is equipped with a Silicon Labs EFM32PG12
micro-controller, capable of reproducing differential waves
(0 � 3.3 V), saved in the flash module. The audio signal
is amplified by a Texas Instruments TPA2006D1 class D
amplifier with a gain factor of 0.698 to limit the output
power to 1 W, corresponding to a Sound Pressure Level
(SPL) of approximately 45 dBSPL at 1 m distance. By doing
so, we achieve an acceptable trade-off in between battery
consumption and operation range. The final stage consists of
a 2-nd order passive low-pass filter designed for a cut-off
frequency of 20 kHz and a quality factor of 0.7 in order to
enhance the working frequency range. The employed speaker
has 8 ⌦ impedance.

The waves received by the AoA are opportunely amplified
and filtered at hardware level. The audio processing is carried
out at different stages. The initial stage is composed by an
instrumentation amplifier with 21.5 dB gain, followed by
a 4-th order Butterworth high-pass and low-pass filters on
a Sallen-Key topology, with 16 kHz and 32 kHz cut-off
frequencies, respectively. Subsequently, we utilize two non-
inverting operational amplifiers with 14.48 dB gain and an
inverting operational amplifier with 14 dB gain, with Vmax

2
offset, setting Vmax = 3.3V , to acquire a voltage in the range
[0, 3.3] V as required by the analog/digital converter. The
concatenation of the different stages result to have linear phase
and constant group delay in the system operational bandwidth.
The elaborated analog audio is sent to an A/D converter, af-
terwards, a Lattice Semiconductor iCE40HX FPGA forwards
the data, with sampling frequency fs = 96 ksamples/s, to a
Raspberry PI 4b. The complete localization system frequency

response Hls(f) is defined as

Hls(f) = Htag(f)Hmedium(f)Hreceiver(f), (12)

where Htag(f), Hmedium(f) and Hreceiver(f) are the frequency
responses of the tag, the channel and the receiver, respec-
tively. We have measured the complete system response in
an ultrasonic anechoic chamber from the company Wendt-
Noise Control (see Fig. 3) by transmitting a chirp signal with
linear instantaneous frequency, duration Tc = 350 ms, start
frequency f0 = 10 kHz and end frequency f1 = 45 kHz, from
a distance of 1 m. The test chirp is properly windowed with
a
p

Hann window in time domain. Since the main property
of an anechoic chamber is to not introduce reflected signal
in the system, we can omit the frequency response Hchannel
and, therefore, retrieve the employed hardware characteristics,
shown in Fig. 4.

Fig. 3. Test setup in the ultrasonic anechoic chamber. The receiver and tag
are place at 1 m distance, facing each other.

Fig. 4. Localization system frequency response Hls measured in the ultrasonic
anechoic chamber. The localization frequency response Hls is the combination
of the frequency response of the tag Htag(f), frequency response of the
channel Hmedium(f) and frequency response of the receiver Hreceiver(f).

IV. CHIRP DETECTOR

In the proposed ultrasonic indoor localization systems, the
AoA receivers are constantly listening to the medium, scan-
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micro-controller, capable of reproducing differential waves
(0 � 3.3 V), saved in the flash module. The audio signal
is amplified by a Texas Instruments TPA2006D1 class D
amplifier with a gain factor of 0.698 to limit the output
power to 1 W, corresponding to a Sound Pressure Level
(SPL) of approximately 45 dBSPL at 1 m distance. By doing
so, we achieve an acceptable trade-off in between battery
consumption and operation range. The final stage consists of
a 2-nd order passive low-pass filter designed for a cut-off
frequency of 20 kHz and a quality factor of 0.7 in order to
enhance the working frequency range. The employed speaker
has 8 ⌦ impedance.

The waves received by the AoA are opportunely amplified
and filtered at hardware level. The audio processing is carried
out at different stages. The initial stage is composed by an
instrumentation amplifier with 21.5 dB gain, followed by
a 4-th order Butterworth high-pass and low-pass filters on
a Sallen-Key topology, with 16 kHz and 32 kHz cut-off
frequencies, respectively. Subsequently, we utilize two non-
inverting operational amplifiers with 14.48 dB gain and an
inverting operational amplifier with 14 dB gain, with Vmax
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offset, setting Vmax = 3.3V , to acquire a voltage in the range
[0, 3.3] V as required by the analog/digital converter. The
concatenation of the different stages result to have linear phase
and constant group delay in the system operational bandwidth.
The elaborated analog audio is sent to an A/D converter, af-
terwards, a Lattice Semiconductor iCE40HX FPGA forwards
the data, with sampling frequency fs = 96 ksamples/s, to a
Raspberry PI 4b. The complete localization system frequency

response Hls(f) is defined as

Hls(f) = Htag(f)Hmedium(f)Hreceiver(f), (12)

where Htag(f), Hmedium(f) and Hreceiver(f) are the frequency
responses of the tag, the channel and the receiver, respec-
tively. We have measured the complete system response in
an ultrasonic anechoic chamber from the company Wendt-
Noise Control (see Fig. 3) by transmitting a chirp signal with
linear instantaneous frequency, duration Tc = 350 ms, start
frequency f0 = 10 kHz and end frequency f1 = 45 kHz, from
a distance of 1 m. The test chirp is properly windowed with
a
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Hann window in time domain. Since the main property
of an anechoic chamber is to not introduce reflected signal
in the system, we can omit the frequency response Hchannel
and, therefore, retrieve the employed hardware characteristics,
shown in Fig. 4.
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are place at 1 m distance, facing each other.
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ning the environment for localization signals, discarding unde-
sired noise and disturbances. The chirp detection algorithm is
applied on each receiver and only on one receiver microphone,
channel 0, to reduce the computational costs.

A. Channel Response
The digital converted data collected from the microphone

channels is forwarded from the FPGA to a ring buffer in
blocks of length Lrb, value defined by the underlying hardware
specifics. The ring buffer data for channel 0 is then concate-
nated in larger blocks Bi of length LFFT = 8192 samples
and fed into the analytic matched filter to retrieve the channel
response. The channel response block diagram is displayed in
Fig. 5.

Fig. 5. Channel response block diagram. The received signal of channel
0, xRx0[n] is fed into the analytic matched filter in blocks of length
8192 samples. The analytic matched filter, matched to the transmitted signal
xTx[n], produces the channel response yAMF0[n] at its output.

The output of the AMF yAMF0, i.e., the channel response of
channel 0, is depicted in Fig. 6. The first compressed pulse
is the LOS peak, which is centered at a time delay ⌧ , or N⌧

samples. The LOS peak is followed by two peaks of lower
amplitude, considered as echo. The very low amplitude peaks
originate from the noise. To ensure the complete presence of
the localization signal in at least one of the block Bi, we set the
begin of the consecutive block Bi+1 at LFFT � Lc, indicating
with Lc the chirp duration in samples. Fig. 7 graphically shows
the selection of the consecutive blocks begin.

B. Peak Search
The output of the channel response phase is analyzed by the

peak search algorithm in order to retrieve the incoming chirps
detection time, i.e., retrieving the LOS compressed pulse
peaks, relative to the localization chirps. From the matched
filtering properties, it is demonstrated that if a chirp signal
is entirely included in one block Bi, the corresponding peak
will appear in the first LFFT � Lc as graphically explained
in Fig. 7. On the other hand, if the chirp is not entirely
included in the Bi block, a scaled peak will be included in the
region marked in red in Fig. 7. Based on this consideration,
we perform the peak search only on the LFFT � Lc region

Fig. 6. Left plot: Output of the analytic matched filter when a chirp signal and
its echo are present in the medium. Right plot: Zoom in the LOS compressed
pulse region.

Fig. 7. Peak search scheme. Top plot: The data stored in the ring buffer is
fed into the chirp detector in blocks Bi of length LFFT. The begin of the
successive block is set to LFFT � Lc. Middle plot: The chirp is partially cut
out the block Bi, therefore the compressed pulse falls in the red region and
will not be considered in the peak search. Bottom plot: The chirp is totally
included in the block Bi+1, the compressed pulse appears where the peak
detection happens.

of the blocks. In this manner, we implicitly discard the not
centered chirps and consider only those who are not corrupted.
In order to differentiate the LOS compressed pulses, from
the noise and echo, a threshold is calculated on each frame
Fps of length Lps = LFFT � Lc. It might happen that two
consecutive blocks Bi and Bi+1 are both entirely including the
localization chirps. However, due to the circular properties of
the analytic matched filter, the peak will appear in the blocks
discontinuities as shown in Fig. 8. Therefore, a continuous
search, abstracting from the blocks division, is performed to
consider the two half peaks as a single correct one. Once
a LOS peak is detected, the algorithm will enter a lock-
phase mechanism. This means that the algorithm will pause
the peak search, i.e. will discard possible peaks above the
threshold, for a time period of Tlock to avoid wrong detection
due to strong destructive echo, as depicted in Fig. 9. The lock-
phase duration can be set arbitrarily based on the transmitted
signal duration, the repetition interval and on the environment
characteristics. Considering the dimension and conformation
of our experimental setup (see Sec. VI) and the repetition
interval of 100 ms between to consecutive transmitted signals,
we define Tlock = 90 ms. After the lock-phase, the peak search
will continue. The left plot of Fig. 9 displays the output of the

This article has been accepted for publication in IEEE Transactions on Instrumentation and Measurement. This is the author's version which has not been fully edited and 
content may change prior to final publication. Citation information: DOI 10.1109/TIM.2022.3222485
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Fig. 8. Peak search limit case. Top plot: Both blocks entirely include the
chirp stored in the ring buffer. Middle and bottom plot: The chirp is included
in both Bi and Bi+1, however only the half compressed pulse is present in
the peak search region.

chirp detector phase.

Fig. 9. Left plot: Output of the chirp detector. The channel response is
displayed in blue and the calculated threshold in red. The transmitted chirp
signals LOS detection instants are correctly estimated. Right plot: Zoom in
the LOS region where an echo, with amplitude greater than the threshold, is
rejected by the lock-phase mechanism.

C. Threshold Calculation
The responsiveness of the chirp detection algorithm is

settled by the threshold. Therefore, the value assigned to the
threshold needs to be adjusted in order to retrieve chirp signals
transmitted from far distances, i.e., received in low SNR con-
ditions, and also to avoid false detection when no transmitted
signals are filling the medium, i.e., silent or ambient noise
conditions, as graphically explained in Fig. 10. The threshold
� is mathematically defined as

� = k + ⇠ · (µf + �f), (13)

where

k =
max {Fps[n]}

2
, (14)

µf =

P
n
Fps[n]

Lps
, (15)

Fig. 10. Top plot: Chirp detection algorithm run with with factor ⇠ = 1 and
⇠ = 2 in ambient noise conditions. With a low ⇠ value, the chances of false
detection are higher. Bottom plot: In case of low SNR incoming signals, a
high value of ⇠ might miss out compressed pulses.

�f =

sP
n
(Fps[n]� µf)

2

Lps
. (16)

The factor ⇠ needs to be tuned in order to avoid false
detections in ambient noise conditions and to guarantee LOS
peak retrieval in low SNR conditions. In order to maximize the
algorithm entropy, we carried out multiple experiments in both
the scenarios. To estimate the ⇠ for a silent environment, we
recorded 10 min wave files in four different environments, the
ultrasonic anechoic chamber in Sec. III, the hall in Sec. VI and
two different office rooms. In these setups, typical activities
where held by the persons populating the environments. The
recordings were then fed into the chirp detector algorithm for
different values of ⇠ = 1, 1.25, 1.5, 1.75, 2 and we determined
the average number of false detection Nfd over the four
environments. The results, in terms of average number of chirp
false detection Nfd are presented in Fig. 11.

The low SNR conditions were analyzed by reducing the
tag transmission power to 15 mW, corresponding to a SPL of
approximately 29 dBSPL at 1 m distance, and by placing the
transmitter tag at four difference distances from the receiver,
18, 19, 20, 22 m, in the hall setup in Sec. VI. On each position,
N = 1000 chirps were transmitted with an interval of
100 ms in between two consecutive signals. The recorded wave
files were again elaborated by the algorithm for different ⇠
values and the average number of chirp false detection over
the different environments were estimated. The results are
displayed in Fig. 11.

It is observable that a lower ⇠ value, greater than ⇠ = 1,
performs better in low SNR condition and, on the contrary,
a higher value guarantee almost error-free false detection in
ambient noise conditions. However, the low SNR conditions
were generated by drastically reducing the transmission power
and still receiving the chirps even at far distances. Therefore,
we have chosen to adopt a ⇠ = 2, to guarantee error-free false
detection when localization chirps are not transmitted.

This article has been accepted for publication in IEEE Transactions on Instrumentation and Measurement. This is the author's version which has not been fully edited and 
content may change prior to final publication. Citation information: DOI 10.1109/TIM.2022.3222485
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ILDARS Simulation for Complex Scenarios
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• Task 

• Multiple Reflections (recursive Half-Circle-
Lemma) 

• Complicated Scenarios 

• Producing Input triples (ongoing) 

• Integrate the System 

• Literature 

• Mohanty, Müller, S, Simulation of a first 
prototypical 3D solution for Indoor Localization 
based on Directed and Reflected Signals, 
Poster IPIN, 2023 

• Contact: 

• Christian Schindelhauer, Sneha Mohanty

Fig. 10. All 78 combinations of algorithms sorted according to increasing
values of standard deviation of offset

The above three graphs are also represented in a cumulative
tabular form in the Archive version of our paper (mention
archive paper version here).

A. Most Accurate Combination of Algorithms based on me-

dian Offset

Figure 11 presents the offsets of the five algorithms with the
lowest median offset using a box-whisker plot. The plot shows
that the combination of the Inversion clustering method and
the All Pairs method for wall direction computation yields the
most accurate results, judging by the median offset. For wall
selection, the Narrowest Cluster method appears to give the
most accurate results.

Fig. 11. The 5 combinations of algorithms with lowest median offset. The
orange Line shows the median offset. The upper and lower bounds of the
boxes indicate the first quartile Q1 and the third quartile Q3 of the data
points. The lower and upper whiskers are placed at Q1 � 1.5 · IQR and
Q3 + 1.5 · IQR respectively, where IQR = Q3 � Q1. Note that outliers
outside of the whiskers are not shown in this graph. The first line of the x-
axis labels shows the clustering algorithm used, the second line specifies the
averaging method used for wall direction computation, the third line shows
the wall selection method and the fourth line shows the sender localization
method.

B. Most Accurate Combination of Algorithms based on mean

Offset

Figure 12 shows the 5 most accurate combinations of algo-
rithms judging by the average offset. Note that the mean offset,
indicated by the green line, for all combinations is significantly
higher than the orange line indicating the respective median.

This can be attributed to outliers with large offset values.
Compared to Figure 11, the Closest Lines Extended algorithm
produces lower average offset values compared to Closest

Lines algorithm using a single wall.

Fig. 12. The 5 combinations of algorithms with lowest mean offset. The
boxes and whiskers are the same as in Figure 11, the added green dashed
line indicates the respective mean values. Here, the five combinations with
the least mean are shown.

IX. CONCLUSIONS AND FUTURE WORK

In this paper, we illustrate various techniques to compute
the distance, p between sender and receiver depending on
various configurations of sender-receiver pairs with respect to
the wall and the normal vector to it. We also cover various
techniques of grouping multiple walls together using cluster-
ing, projection and inversion. In the final results we compare
multiple algorithms combining several of the aforementioned
techniques and come to the conclusion that the combinations
involving Inversion perform significantly better than those with
Gnomonic Projection as can be verified from the mean and
median bar as well as box-whisker plots for the offsets in
Section VIII. As a possible future work, we would like to
move forward into employing the above techniques on real-
world experimental data instead of simulations as have been
currently used here since it is not clear how comparable our
simulated data is especially in regards to the simulated errors,
compared to data from real-world experiments.
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Fig. 7. Closest Lines extended

VII. SIMULATION SETUP

For testing the presented algorithms, we first generate simu-
lated measurements using 20 randomly places sender positions
in a 2⇥ 2⇥ 2 meters cube. We set the receiver position to be
exactly at the center of the room. For simulating the data, we
assume that the receiver receives one direct signal from each
sender and one direct sender from each wall for each sender.
We assume the of angle of incidence to be equal to the exit
angle for the reflected signals.
To get a more realistic simulation of input signals, we apply
three types of errors the simulated data.
Firstly, we use a von Mises distribution to alter the angle of
all direct and reflected signals ~v and ~w. For the von Mises
distribution, we use a concentration value  = 131.312. We
also use a normal distribution with a standard deviation of
10cm to simulate errors on the � values. If this results in a
negative �, we take the absolute value instead. In addition
to the simulated error on the measurements itself, we also
randomly assign 5% of reflected signals to a different direct
signal.

VIII. SIMULATION RESULTS

Using the simulated input data, as described in Section
VII, we now run all possible combinations of algorithms on
the same inputs. For each computed sender position, we save
the euclidean distance to the actual position of the sender
that the respective direct signal was emitted from. In the
following, we will refer to this euclidean distance as the
offset. We ran 500 experiments, each with new random sound
source positions, and then analysed all the offset values from
all experiments.

For readability reasons, we use abbreviations for the algo-
rithm names in Figures 8 to 10. I stands for Inversion, G
for Gnomonic Projection, A for All Pairs, O for Overlapping

Pairs, D for Disjoint Pairs, U for Unweighted Average, N
for Narrowest Cluster, L for Largest Reflection Cluster, C
for Closest Lines, W for Wall Direction, R for Reflection

Geometry, E for Closest Lines Extended and M for Map to

Normal Vector.
Figure 8 represents all combinations of algorithms sorted

in increasing order of mean offset values. This is also verified
using the box-whisker plot 12 following that which shows the
same trend but for the first five most accurate combination of
algorithms based on mean offset.

Fig. 8. All 78 combinations of algorithms sorted according to increasing
mean offset.

Figure 9 represents all combinations of algorithms sorted in
increasing order of median offset values. This is also verified
using the box-whisker plot 11 following that which shows the
same trend but for the first five most accurate combination of
algorithms based on median offset.

Fig. 9. All 78 combinations of algorithms sorted according to increasing
median offset.

Figure 10 represents all combinations of algorithms sorted
in increasing order of standard deviation of the offset values.
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Fig. 1. Receiver device at position o receives one direct and multiple reflected
signals from sound source s1

to the sender, we assume ~o = 0 in the setup shown here in
Figure 1.
Figure 2 shows an overview of the design of the ILDARS
system: The first step is to find clusters of measurements, each
corresponding to one wall, such that all reflected signals in one
cluster are reflected from the same wall. For this clustering step
we introduce two alternatives titled Inversion and Gnomonic

Projection.
After the measurements have been clustered, we can use
one cluster of measurements to compute the direction of the
corresponding wall. Once the wall’s direction is known, we
can also compute the distance.
For computing the direction of the wall, we need to average
over selected pairs of measurements. We have three options
for selecting such pairs, called All Pairs, Disjoint Pairs and
Overlapping Pairs.
Clustering the measurements and computing the direction and
distance of the walls is what we refer to as the Self-Calibration
step. Using the computed wall positions, we can then compute
the position of the sender for a given measurement in the Lo-
calization step. The reason for separating the process into these
two steps is that the Self-Calibration step could be executed
once, and then it’s results could be used for new individual
measurements in an online variant of the localization step.

  Self-Calibration

  Localization

Clustering of Measurements according to Walls

Computation of wall direction

Wall Selection

Computing Positions based on Given Walls

Closest Lines
Exended Algorithm
(using all walls)

Average over selected walls

Output
Position of Sound source

Reflection
Geometry

Map to
Normal

Wall
Direction

Closest
Lines

Inputs
(u,v,Delta)

Computionation of wall distance

Disjoint PairsAll pairs Overlapping Pairs

Inversion Gnonomic
Projection

Fig. 2. Design of the ILDARS system

V. SELF CALIBRATION

As our initial input, we get a large set of measurements
from different walls. In the self calibration phase, we need to
separate these measurements by the walls that the respective
reflections were reflected from. In addition to that, we also
compute the direction and distance of the wall.

A. Clustering

1) Inversion Approach: From a triple (�!v ,�!w ,�), we can
construct circular segments which intersect with the wall from
which �!w was reflected. As illustrated in Figure 3, circular
segments from the same wall intersect if the measurements are
perfect, which can be used to find reflections from the same
wall. Note that, with measurement errors, the circular segments
would not perfectly intersect, but segments from the same wall
would still be close to each other, meaning that we need to
identify close segments in order to find segments belonging to
the same wall. One approach we use to determine the closeness
of two circular segments is to apply Unit Sphere Inversion to
their respective endpoints, which gives us the endpoints to a
finite line segment.
For a given vector ~v = (x, y, z), we compute it’s inversion
v0 := (x,y,z)

x2+y2+z2 . This definition is based on the Book ”Intro-
duction to Geometry” by Coxeter [6], where its also shown
that inverting the points of a circle that goes through the origin
results in a line. Since all measurements are relative to the
receiver, we can assume that the receiver is at the origin, which

2

Fig. 7. Closest Lines extended

VII. SIMULATION SETUP

For testing the presented algorithms, we first generate simu-
lated measurements using 20 randomly places sender positions
in a 2⇥ 2⇥ 2 meters cube. We set the receiver position to be
exactly at the center of the room. For simulating the data, we
assume that the receiver receives one direct signal from each
sender and one direct sender from each wall for each sender.
We assume the of angle of incidence to be equal to the exit
angle for the reflected signals.
To get a more realistic simulation of input signals, we apply
three types of errors the simulated data.
Firstly, we use a von Mises distribution to alter the angle of
all direct and reflected signals ~v and ~w. For the von Mises
distribution, we use a concentration value  = 131.312. We
also use a normal distribution with a standard deviation of
10cm to simulate errors on the � values. If this results in a
negative �, we take the absolute value instead. In addition
to the simulated error on the measurements itself, we also
randomly assign 5% of reflected signals to a different direct
signal.

VIII. SIMULATION RESULTS

Using the simulated input data, as described in Section
VII, we now run all possible combinations of algorithms on
the same inputs. For each computed sender position, we save
the euclidean distance to the actual position of the sender
that the respective direct signal was emitted from. In the
following, we will refer to this euclidean distance as the
offset. We ran 500 experiments, each with new random sound
source positions, and then analysed all the offset values from
all experiments.

For readability reasons, we use abbreviations for the algo-
rithm names in Figures 8 to 10. I stands for Inversion, G
for Gnomonic Projection, A for All Pairs, O for Overlapping

Pairs, D for Disjoint Pairs, U for Unweighted Average, N
for Narrowest Cluster, L for Largest Reflection Cluster, C
for Closest Lines, W for Wall Direction, R for Reflection

Geometry, E for Closest Lines Extended and M for Map to

Normal Vector.
Figure 8 represents all combinations of algorithms sorted

in increasing order of mean offset values. This is also verified
using the box-whisker plot 12 following that which shows the
same trend but for the first five most accurate combination of
algorithms based on mean offset.

Fig. 8. All 78 combinations of algorithms sorted according to increasing
mean offset.

Figure 9 represents all combinations of algorithms sorted in
increasing order of median offset values. This is also verified
using the box-whisker plot 11 following that which shows the
same trend but for the first five most accurate combination of
algorithms based on median offset.

Fig. 9. All 78 combinations of algorithms sorted according to increasing
median offset.

Figure 10 represents all combinations of algorithms sorted
in increasing order of standard deviation of the offset values.
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Fig. 3. Circular Segments from three different walls

means all circular segments go through the origin. Combining
this with the previous observation from Coxeter, we know that
applying the inversion to the circular segments gives us finite
line segments. By doing so, we can reduce the problem of
finding close circular segments to finding close line segments.
We use a quadratic algorithm to find clusters of ”close” lines.
This algorithm is explained in the Archive version of this
paper.

2) Gnomonic Projection Approach: As an alternative ap-
proach to the Unit Sphere Inversion approach, we can also
use Gnomonic Projection to cluster the circular segments,
discussed in Section V-A1.
It’s performance is not the best out of the entire list of Algo-
rithms we implemented, as can be seen later in Section VIII.
For more information on this, kindly refer to the Archive
version of our paper (mention it here).

B. Computation of Wall Direction

The clustering step, discussed in Section V-A, computes sets
of measurements (u, v,�) such that all reflected signals in one
set were reflected from the same wall, apart from some false
positives. We call these sets clusters.
For each cluster, we now compute the direction and the
distance of the respective wall, which is necessary to then
compute the sender positions in Section VI. A wall’s distance
and direction is encoded by its wall normal vector which,
geometrically can be defined as the vector from the receivers
position to the closest point on the wall.

C. Compute Wall Direction from two Measurements

For two given measurements (~v1, ~w1,�1), (~v2, ~w2,�2), for
which the reflections are from the same wall, we can compute
the direction of the wall using the nested cross product

~u =
(~v1 ⇥ ~w1)⇥ (~v2 ⇥ ~w2)

| (~v1 ⇥ ~w1)⇥ (~v2 ⇥ ~w2) |
(1)

Due to the non-commutativety of the cross product, we need
to either select ~u or �~u as the wall’s direction. We do so by
comparing both option both ~u and �~u to the reflected signals
~w1, ~w2 and select the option which minimizes the function
d : ~v 7! |~v · ~w1 � 1| + |~v · ~w2 � 1|. Note that all vectors
~u, ~w1, ~w2 have length 1.
To use the formula above to more than two measurements,
we simply apply it to pairs of measurements and then take

the average over all results. This leads to the question which
pairs to use. For measurements m1, . . . ,mn, we compare the
following selections of pairs of measurements:

• All Pairs: All possible combina-
tions of pairs of measurements. i.e.
(m1,m2), (m1,m3), . . . , (m2,m3), . . . , (mn�1,mn)

• Disjoint Pairs: (m1,m2), (m3,m4), . . . , (mn�1,mn)
• Overlapping Pairs: (m1,m2), (m2,m3), . . . , (mn�1,mn)

Note that using the All Pairs method leads to a quadratic
algorithm, while using the Disjoint Pairs or Overlapping Pairs

methods gives us an algorithm with linear time complexity.
1) Computing the distance of a Wall: Once we know the

direction ~u of a given wall, we now also compute its distance.
For a given measurement (~v, ~w,�), we can compute the
position ~s of the respective sender using the Wall Direction

formula: ~s = p~v,

p =
�~w ·~b

(~v � ~w) ·~b
(2)

using ~b = (~u ⇥ ~v) ⇥ ~u We can then compute the distance
d := k~nk for

~n =
~s+ (p+�)~w

2
· ~u (3)

We compute this distance for each available measurement and
then take the average over all results as the final distance of
the wall.

VI. LOCALIZATION

A. Compute Sender Position using Single Wall

Using a measurement cluster and respective wall normal
vector as input, we have four methods for computing the
position of a sender for each measurement.

1) Map to Normal Vector: The Map to Normal Vector

method computes the position ~s of a sender using Equation (5)
, where

p =
(2~n��~w) · ~n
(~v + ~w) · ~n (4)

2) Reflection Geometry: The Reflection Geometry method
computes the position ~s of a sender using Equation (5) , where

p =
2(~n · ~n)(~w ·~b)

(~v · ~n)(~w ·~b) + (~v ·~b)(~w · ~n)
(5)

where ~b = (~u⇥ ~v)⇥ ~u is a vector parallel to the wall.
3) Wall Direction: The formula for this method has already

been introduced in Section V-C1, where it is used for com-
puting the distance of a given sender, using just the direction
~u of a wall in Equations (2) and (3).

3
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Computational Complexity

Proving the hardness
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Computational Complexity of Ray tracing and Illumination 
Dist-NP 

18

• Theoretical Tasks 

• Prove that 2-D Ray-Tracing in the ABCD model is not computable with 
constant probability 

• Prove that Reif’s 3D Ray-Tracing problem is not computable with constant 
probability  

• Prove  DistNP-hardness for 

• the linear bounded Reif 3D illumination problem 

• the linear bounded 2D ABCD-model illumination problem 

• Simulation 

• Build a simulator for the 2D Pinball problem  

• Literature 

• Adejoh, Jakoby, Mohanty, S., „Complexity Bounds for Illumination and Ray 
Tracing in 2D“, draft, 2023 

• Adejoh, R., Jakoby, A., Mohanty, S. and Schindelhauer, C., 2025. How 
Pinball Wizards Simulate a Turing Machine. arXiv preprint 
arXiv:2510.02560. 

• John H. Reif, J. Doug Tygar, and A. Yoshida. Computability and complexity 
of ray tracing. Discrete & Computational Geometry, 11:265–288, 1994. 

https://www.researchgate.net/figure/ABCD-matrices-of-some-optical-elements-18_tbl1_365741941

How Pinball Wizards Simulate a Turing Machine TECHNICAL REPORT
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Figure 8: As in the case of the multiplication by using bumpers, we can split the way from the starting interval to the
end interval into 3 part: The first red way (way 1) from the input (at offset interval start) to the right hand side moving
wall, the green way (way 2) between the two moving walls, and the second red way (way 3) from the left hand side
moving wall to the output (at offset interval end). Way 2 is used to implement the multiplication of the time offset by a
constant.
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Figure 9: Construction for separating the ball arriving with a time offset in the time interval [0 . . . 1
2 ) from the ball

arriving with a time offset in the time interval [1 . . . 3
2 ). Then using the distance of d↑ 1 instead of d shifts the base of

the time interval of the second interval [1 . . . 3
2 ) from 1 to 0. The time gaps in the offset between 1

2 to 1 (and from 3
2 to

2) are necessary to give the moving walls the time either to move out of the way of the ball or to move into its initial
position.
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Computational Power of Mirrors

19

• Mirrors are computational tools 

• Input/output Direction, offset, time 

• What is the computational power 

• SimTasks 

• Create mirrors performing given operations 

• Prove that it is hard to compute when a signal of a point has 
arrived at a target 

• Design mirror system that compute complex tasks or fulfill 
other properties 

• e.g. an aerodynamic car mirror using multiple reflections 

• Literature 

• Serge Tabachnikov. Geometry and billiards, Volume 30. 
American Mathematical Soc., 2005.  

• Contact 

• Christian Schindelhauer
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Computational Complexity of Gravity Assist

20

• Problem 

• given moving planets in space 

• compute the fastest rocket path to reach a target 

• Theory 

• Show that Gravity-Assist with „normal stellar 
objects“ is NP-hard (ongoing) 

• Is it hard to solve Gravity-Assist for randomly 
moving objects? 

• Simulation 

• How well can we approximate Gravity-Assist on 
the long run

https://kids.britannica.com/kids/assembly/view/74053



Peer-to-Peer Networks

Everybody is equal

21



Data Aggregation in Peer to Peer Network

22

Source picture: https://sensor.community/en/
Smart sensor agents can communicate with each other in a communication network to exchange 
data. Each sensor agent produces measurement data. In this project we will try to simulate 
asynchronous data aggregation using data from sensor.community.
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• Consider  

• Sensors and data from sensor.community 

• Experimental and Simulation Tasks 

• Build P2P-sensor data network Compute/
Simulate the asynchronous rumor spreading 
(ongoing) 

• Providing Aggregation Function (Min, Max, 
Average, Sum, Count) 

• Providing Encryption 

• Contact 

• Christian Schindelhauer  

• Saptadi Nugroho (saptadinugroho at gmail.com )



Peer-to-Peer Embedded Systems

Christian Schindelhauer, Saptadi Nugroho , Sneha Mohanty

• Internet of Things devices exchange data without relying on a server or super node. 

• Tasks 

• Establish the Peer-to-Peer hardware communication 

• Implement the cryptography to have secure communication between devices  

• Ongoing Work 

• Utilizing ESP32 to establish P2P Network communication 

• Literature 

• A. Nugraha Tama, H. Kusuma Wardana and S. Nugroho, "Gossip Algorithm 
Implementation for Network Protocol," 2018 International Seminar on Application for 
Technology of Information and Communication, Semarang, Indonesia, 2018, pp. 
299-303, https://doi.org/10.1109/ISEMANTIC.2018.8549774 

• R. Karp, C. Schindelhauer, S. Shenker and B. Vocking, "Randomized rumor 
spreading," Proceedings 41st Annual Symposium on Foundations of Computer 
Science, Redondo Beach, CA, USA, 2000, pp. 565-574, doi: 10.1109/
SFCS.2000.892324. 

• Supervisors 

• Christian Schindelhauer, Saptadi Nugroho, Sneha Mohanty
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Rumor Spreading and Graph Transformation

• Tasks (theory/simulations) 

• Combine Rumor Spreading (PushSum, PullSum, Push-PullSum) with Random 
Graph Transformations 

• Distributed Connectivity Tester 

• Literature 

• Lecture P2P-Networks, S., Sommer 2023 

• George Giakkoupis. 2022. Expanders via local edge flips in quasilinear time. In 
Proceedings of the 54th Annual ACM SIGACT Symposium on Theory of 
Computing (STOC 2022). Association for Computing Machinery, New York, NY, 
USA, 64–76. 

• Giakkoupis, G., Sauerwald, T., Stauffer, A. (2014). Randomized Rumor 
Spreading in Dynamic Graphs. In: Esparza, J., Fraigniaud, P., Husfeldt, T., 
Koutsoupias, E. (eds) Automata, Languages, and Programming. ICALP 2014. 
Lecture Notes in Computer Science, vol 8573. Springer, Berlin, Heidelberg. 
https://doi.org/10.1007/978-3-662-43951-7_42 

• Supervisors 

• Christian Schindelhauer 

• Saptadi Nugroho (saptadinugroho at gmail.com )
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Random Directed Network Operations and Expanders

• Questions 

• Does Pointer-Push&Pull converge in time O(n log n) 

• Does directed Flipper converge fast? 

• Literature 

• Csóka, E., & Grabowski, Ł. (2022). On directed analogues of expander and 
hyperfinite graph sequences. Combinatorics, Probability and Computing, 31(2), 
184-197 

• George Giakkoupis. 2022. Expanders via local edge flips in quasilinear time. In 
Proceedings of the 54th Annual ACM SIGACT Symposium on Theory of Computing 
(STOC 2022). Association for Computing Machinery, New York, NY, USA, 64–76. 

• S. Nugroho and C. Schindelhauer, "DiFlip: Directed Flip-Chain Operation for 
Regular Directed Graph," 2024 International Symposium on Parallel Computing 
and Distributed Systems (PCDS), Singapore, Singapore, 2024, pp. 1-6, doi: 
10.1109/PCDS61776.2024.10743739. 

• Supervisors 

• Christian Schindelhauer 

• Saptadi Nugroho (saptadinugroho at gmail.com )
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Self-Stabilization Flipping P2P

• Task (Theory or Simulations) 

• Self-Stabilizing SkipNet/3-Nuts (ongoing)/Kademlia  

• using Random Flip operations 

• Supervisors 

• Christian Schindelhauer  (schindel at informatik.uni-
freiburg.de) 

• Saptadi Nugroho  (saptadinugroho at gmail.com )
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Motivation for Flipper-Operations 

• d-Regular Connected Graphs  

• low diameter 

• high connectivity 

• expander with extremely high probability 

• edges are random and can be used for Rumor Spreading (Push&Pull) 

• inserting a node is also easy: 

• „steal neighborhood“ from d/2 edges 

• loosing a node can be easily fixed: 

• distributed data structure for broken links 

• Flipper 

• regular communication can be used to repair and improve network 

• simple operations 

• only four partners are involved 

• straightforward to parallelize

d = Ω(log n)

2

… …

… …

… …

… …

new node

… … … …

Expanders via Local Edge Flips in Quasilinear Time 
Giakkoupis, STOC 2022

• Every d-regular graph quickly converges to an 
expander 

• after  Flipper operations 

• for degree  

• with high probability 

• Result is optimal up to polylogarithmic terms 

• improves on existing techniques 

• Main trick: 

• introduces strain of a cut 

• deals with trangles 

• combines it with Karger’s bound on number of 
cuts

O(nd log2 n)
d = O(log2 n)

3

Expanders via Local Edge Flips in�asilinear Time
George Giakkoupis

Inria, Univ Rennes, CNRS, IRISA
Rennes, France

george.giakkoupis@inria.fr

ABSTRACT
Mahlmann and Schindelhaue (2005) proposed the following simple
process, called �ip-chain, for transforming any given connected
3-regular graph into a 3-regular expander: In each step, a random
3-path 0123 is selected, and edges 01 and 23 are replaced by two
new edges 02 and 13 , provided that 02 and 13 do not exist already.
A motivation for the study of the �ip-chain arises in the design
of overlay networks, where it is common practice that adjacent
nodes periodically exchange random neighbors, to maintain good
connectivity properties. It is known that the �ip-chain converges
to the uniform distribution over connected 3-regular graphs, and it
is conjectured that an expander graph is obtained after$ (=3 log=)
steps, w.h.p., where = is the number of vertices. However, the best
known upper bound on the number of steps is $ (=232

p
log=), and

the best bound on the mixing time of the chain is $ (=16336 log=).
We provide a new analysis of a natural �ip-chain instantiation,

which shows that starting from any connected 3-regular graph,
for 3 = ⌦(log2 =), an expander is obtained after$ (=3 log2 =) steps,
w.h.p. This result is tight within logarithmic factors, and almost
matches the conjectured bound. Moreover, it justi�es the use of
edge �ip operations in practice: for any 3-regular graph with 3 =
poly(log=), an expander is reached after each vertex participates
in at most poly(log=) operations, w.h.p. Our analysis is arguably
more elementary than previous approaches. It uses the novel notion
of the strain of a cut, a value that depends both on the crossing
edges and their adjacent edges. By keeping track of the cut strains,
we form a recursive argument that bounds the time before all sets
of a given size have large expansion, after all smaller sets have
already attained large expansion.

CCS CONCEPTS
• Theory of computation ! Expander graphs and random-
ness extractors; • Mathematics of computing ! Markov pro-
cesses.

KEYWORDS
Flip chain, switch chain, regular graphs, expander graphs, cut strain.
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1 INTRODUCTION
In [24], Mahlmann and Schindelhaue proposed a very simple and
elegant process to transform any given connected 3-regular graph
into a 3-regular expander.1 This process consists of a sequence
of �ip operations. A �ip operation on graph ⌧ = (+ , ⇢) chooses a
3-path 0123 of ⌧ u.a.r., and if neither of the edges 02 and 13 exist
already, then edges 01 and 23 are removed, and are replaced by
edges 02 and 13 ; otherwise, the operation does not modify the
graph.

A �ip operation does not change the degrees of vertices, and
does not disconnect a connected graph. Moreover, it is a very local
operation, as it a�ects only four vertices, at distance at most three
apart. This is minimal, in the sense that no edge switching operation
involving fewer than four vertices preserves the degrees, and the
only shallower subgraph than a 3-path is the 3-star, for which there
are no degree-preserving operations [6].

The Markov chain
�
⌧C = (+ , ⇢C )

�
C 2N0

induced by a sequence
of �ip operations is called a �ip-chain, and it converges to the
uniform distribution over all connected 3-regular graphs on + ,
if the initial graph ⌧0 = (+ , ⇢0) is connected and 3-regular [24].
Moreover, based on experimental evidence, it has been conjectured
that C = $ (=3 log=) operations su�ce to ensure that graph ⌧C is
an expander w.h.p. [23, 24].

A motivation for the study of �ip-chains arises in the design of
unstructured overlay networks (or peer-to-peer networks). Overlay
networks should typically have low degree, small diameter and
good connectivity, and should maintain these properties in the face
of node arrivals and departures. Regular expanders, and in particu-
lar random regular graphs, possess all these desired properties [31].
Several unstructured overlay network designs have been proposed
that build and maintain (near) regular expander graphs [12, 13, 21,
25, 29]. Some of these designs speci�cally aim at generating topolo-
gies that converge to random regular graphs [5, 24]. Random un-
structured networks are also used in practical overlay libraries such
as JXTA [28], where randomized edge swap operations between
adjacent nodes are supported and commonly used to maintain a
random topology [11, 18]. The analysis of �ip-chains can thus pro-
vide some theoretical foundation for the heuristics used in practical
unstructured overlays.

1Both the input and output graphs, and also all graphs we consider throughout the pa-
per, are simple, i.e., they have no loops or parallel edges. All graphs are also unweighted
and undirected.
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Telocate

Professional Localization

27



avaRES
• Accelerate and make safer the detection and localization of 

missing or buried persons, especially in winter, by means of 

an autonomously flying search‐radar system 

• Goal: 

• Locate a linear transponder using an I/Q Doppler radar 

attached to a drone 

• Estimate drone absolute localization and attitude estimation 

using GNSS and IMU data 

• Data fusion, estimation of optimal rescue trajectory 

• Contact: 

• Joan Bordoy bordoy at informatik.uni-freiburg.de 

• Johannes Wendeberg
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Bidirectional PWM Control Scheme
• Development of an Embedded System for Generating a Bidirectional PWM Current 

to Control the Heating Process of a Resistive Heating Element 

• Goal: 

• System based on H-bridge topology to generate bidirectional heating current for 

preventing platinum migration in a thin-film heating element 

• Adequate control scheme through soft- or hardware to avoid shoot-through when 

switching the current direction 

• Simultaneous heating of the element and sensorless temperature estimation to enable 

real-time temperature control 

• Design and evaluation of soft- and hardware components 

• Contact: 

• Joan Bordoy bordoy at informatik.uni-freiburg.de 

• Johannes Wendeberg
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FOOTPRINT
• Collection of materials, machines and traffic flows for the 

calculation of the CO2 footprint of road construction site 

• Goal 

• Estimate and reduce CO2 footprint of road 

construction sites 

• Ultra-wideband (UWB) localization, inertial 

measurement units (IMUs) and GPS to detect machine 

usage 

• Light Detection and Ranging (LiDAR) to detect traffic 

• Analyze data, fuse sensors, detect inefficiencies 

• Contact: 

• Joan Bordoy bordoy at informatik.uni-freiburg.de 

• Johannes Wendeberg
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FreiburgResist
• A system for enhancing municipal resilience at large-scale events. 

• Goal: 

• Estimate location and movement of crowds 

• Privacy and data security are crucial 

• Paxcounters in the city, data anonymized and sent to gateway 

• Analyze validity of recorded data, data forwarding and storage, bloom 

filter flow/volume, forecasting 

• Contact: 

• Joan Bordoy  

bordoy at informatik.uni-freiburg.de 

• Johannes Wendeberg

31
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Bicycle Overtaking Distance Estimation
• Distance and risk detection between bicycles and cars 

to reduce collisions and near-misses using a time-of-

flight camera. 

• Goal: 

• Detect bicycles and vehicles 

• Estimate range and relative speed 

• Classify risk 

•  Contact: 

• Joan Bordoy <bordoy at informatik.uni-freiburg.de> 

• Johannes Wendeberg
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openbikesensor

https://en.wikipedia.org/wiki/Time-of-flight_camera



Axel Sikora

Institute of Reliable Embedded Systems and Communication Electronics (ivESK) 
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CANsec demonstrator 
for layer 2 protected CAN-based

34

• ivESK research focus 

• Projects on Controller-Area-Network (CAN)-based 
communication and cybersecurity in connected, 
automated vehicles. 

• Key challenges and solutions 

• Traditional CAN networks are reliable but lack built-in 
security. 

• With the rise of attacks, CANsec, inspired by Ethernet 
MACsec (IEEE 802.1AE), is proposed to ensure  

• integrity,  

• authenticity, and  

• confidentiality. 

• Tasks 

• Implement and test CANsec on real CAN XL 
hardware to assess performance. 

• Develop a demonstrator as a reference for future 
standards and secure-by-design automotive networks. 

• Contact 

• Institute of Reliable Embedded Systems and 
Communication Electronics (ivESK), Offenburg 
University of Applied Sciences 

• https://ivesk.hs-offenburg.de/en/article/prof-dr-axel-
sikora-assoziierter-hochschullehrer 

• Prof. Dr.-Ing. Ing. Axel Sikora 

• axel(dot)sikora(at)hs(dash)offenburg(dot).de
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MIMO and Near-Field

Understanding the physical foundations of communication
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MIMO

36

• Tasks (theoretically/practical) 

• Is there a MIMO-Multicast with Multiplexing Gain 

• Parallel broadcast in 3D 

• Concurrent Multicast with multiplexing gain/diversity gain tradeoff 

• Literature 

• S., C., Oak, A. and Janson, T., 2019, September. Collaborative 
Broadcast in O(log log n) Rounds. In International Symposium on 
Algorithms and Experiments for Sensor Systems, Wireless 
Networks and Distributed Robotics (pp. 119-136). Cham: Springer 
International Publishing. 

• S., Lecture Algorithms for Wireless Communication, 2022 

• Thomas Janson, Energy-Efficient Collaborative Beamforming in 
Wireless Ad Hoc Networks, 2015 

• Tim Mugele, Simulation and Analysis of Different Variants of a 
Collaborative Broadcast Algorithm Regarding Different Path-Loss-
Models,  Bachelor Thesis, 2020 

• Supervisor:  

• Christian Schindelhauer & Peter Krämer

MIMO, SIMO, MISO

Multiple antennas send and receive coordinated signals  
- MIMO (multiple input/multiple output) 
- SIMO (single input/multiple output) 
- MISO, SISO 

Features 
- Beam forming 
- Power gain 
- Capacity gain by parallel channels

2

MIMO Capacity 

! SVD can be used to decompose the MIMO 
channel into  parallel SISO channels.  

-  

-  

-  

• with  

• and preserved energy  

! MIMO capacity (with waterfilling)  

 

-
with  

! with µ chosen to satisfy the total power constraint 
 

!

nmin
x̃ = V*x
ỹ = U*y
w̃ = U*w

w̃ ∼ CN(0, N0Inr
)
| | x̃ | |2 = | |x | |2

C =
nmin

∑
i=1

log2 (1 + Piλ2
i

N0 )
Pi = [μ − N0

λ2
i ]

+

∑ Pi = P
[x]+ := max{0,x}

9

Lecture 5
Antenna Diversity,
MIMO Capacity

Lars Kildehøj

CommTh/EES/KTH

MIMO Capacity

(D. Tse and P. Viswanath, Fundamentals of Wireless Communications.)

• SVD can be used to decompose the MIMO channel into nmin

parallel SISO channels.
8
<

:

x̃ = V
⇤
x,

ỹ = U
⇤
y,

w̃ = U
⇤
w

9
=

; ) ỹ = ⇤x̃+ w̃

with w̃ ⇠ CN (0,N0Inr ) and kx̃k2 = kxk2; i.e., the energy is
preserved.

• MIMO capacity (with waterfilling)

C =
nminX

i=1

log

✓
1 +

P⇤
i �

2
i

N0

◆
with P⇤

i =


µ� N0

�2
i

�+

with µ chosen to satisfy the total power constraint
P

P⇤
i = P.

15 / 1

Lecture 5
Antenna Diversity,
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MIMO Capacity

SVD architecture for MIMO communications

(D. Tse and P. Viswanath, Fundamentals of Wireless Communications.)
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SVD architecture for MIMO communications

(D. Tse and P. Viswanath, Fundamentals of Wireless Communications.)
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Notes
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Near-Field Antenna Fields .

37

• Questions 

• Test of the validity of near-field models 

• Zuhrt, Balanis, Hertz Model 

• Eigenvalues, Eigenmodes 

• Do Near-Field models scale? 

• Tasks 

• Simulation of large antenna fields in the Near-Field 

• Finding worst case position for near-field communication 

• General Near-Field-Simulator 

• Literature 

• Krämer, P. and Schindelhauer, C., 2024, September. Critical near-
field impedance matrices. In 2024 International Symposium 
ELMAR (pp. 81-84). IEEE 

• Bundy, M. „A General Model of the Mutual Impedance between 
Hertzian Dipoles“, Bachelorarbeit, Uni Freiburg, 2025 

• Supervisor:  

• Christian Schindelhauer & Peter Krämer

V
,
= Un -1W

,

jörg;Ä¥Ä7 "
vii. Ii -2

. .

W
.

= In - Zu
"¥

, | z ,
+ Iit"nö,

Input
+ I

>

• In
Output FEH"t

→
I K Zit

. .
Zz , Zs , In

V = 2. Ä " "iii. ü : Ii .Z
,> Z

,>
-4>+7> Is

Zuhrt’s Model

=
3

2
Rnn

✓
j

kd
+

1

(kd)2
� j

(kd)3

◆
(cosx� j.sinx) (24c)

=
3

2
Rnn

✓
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Znm =
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◆
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✓
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x
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(24e)

Separating the active & reactive part of mutual impedance from equation-24e, to get the mutual

resistance and reactance.

Mutual Resistance, Rnm

From equation-24e, we get:

Rnm =
3

2
Rnn

✓
sinx

x
+

cosx

x2
� sinx

x3

◆
(25)

it can be written as:

Rnm = Rnn. (x) (26)

 (x) is similar from the equation-22, with x = kd, which is:

 (x) =
3

2

✓
sinx

x
+

cosx

x2
� sinx

x3

◆
(27)

Mutual Reactance, Xnm

Similarly, separating the complex part of Znm from equation-24e to obtain Xnm, we get:

Xnm =
3

2
Rnn

✓
cosx

x
� sinx

x2
� cosx

x3

◆
(28)

Xnm can be formulated in a similar manner as Rnm:

Xnm = Rnn.�(x) (29)

21

Hertz’s Model

Figure 20: 3D surface plot of the computations of the logarithm of the absolute value
of the |Znm| is plotted against all the possible positions with respect to the
8 fixed dipoles in all of the instances.

So far, only one dipole is moving around in the space and the rest of them are fixed, and increasing

the number of fixed dipoles would just reduce the magnitude of the determinant of the impedance

matrix but it is now clear that it would not be sufficient to reach zero positioning. We need

to expand the system further and increase it exponentially by moving around all the dipoles

in the state space with respect to each other and finding a relative case of position where the

determinant reaches local minima. The result for this is provided in the next chapter which

uses optimization methods to find the minimizer for the impedance function calculated from the

coupling matrices.
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Ray Tracing based Cryptography in 
2D/3D 
Sneha Mohanty 
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Albert-Ludwigs-Universität Freiburg | Ray Tracing Based Cryptography |

Key Components and Processes

• Novel symmetric key cryptographic system.  

• Global Bounding box in 2D/3D cartesian coordinate system (in x,y and z axes) 

• Several Local bounding boxes 

• At most one polynomial of 1st, 2nd or 3rd degree within Local bounding box.  

• During encryption,  

• the light ray vector starts at the boundary of the Global bounding box at (x,y, dx,dy) (Plaintext),  

• alternating interaction between polynomials and boolean gate (XOR).  

• The light ray vector then exits at (x,y, dx,dy).  

• This is stored as the Ciphertext of the cryptographic scheme.  

• During decryption,  

• the light ray retraces its way back, 

•  from the final exit point to the initial Plaintext.  

• This marks the end of decryption. 

29 October 2025 39
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Sample Encryption-Decryption in 2D 

29. October 2025 40
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Sample Encryption-Decryption in 3D 
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Albert-Ludwigs-Universität Freiburg | Ray Tracing Based 
Cryptography |

Open Questions 

• Mathematical (Theory based) : 

1. A mathematically rigorous comparison between our proposed cryptosystem with other established Symmetric Key Crypto 
systems in the industry,  

• such as AES and ChaCha (or rather, other analog cryptographic systems)  

• what additional aspects are fulfilled by us, that were lacking in these or exactly 'what' we have achieved with our novel 
cryptosystem 

2. the reduction of our construction to a pre-established hardness assumption  

3. what is the efficiency of our cryptosystem as far as encryption and decryption are concerned ?  

• Does it lead to too much computational overhead, vis-a-vis the other standard SKE systems?  

• in that case, is it impractical to use our crypto system in the industry due to the huge overhead? 

• Simulation : 

1. Precision handling in 3D (some buffer bits) 

2. Adding refraction to the codebase in 3D

29 October 
2025
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Cryptography

Mental Card Games and Peer-to-Peer
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Tasks: Mental Card Games 

44

• Vision:  

• Implement the most efficient Mental Card Game 

• on a Smartphone 

• Tasks 

• How to start a Mental Card Game 

• Finding tables, sharing keys 

• The Software Architecture of a Mental Card Game build on 
mobile Devices 

• Money, Rule Breaking 

• Game Description Languages 

• automatic visualization of rules 

• interpretation of GDL 

• Mental Card Games based on other crypto systems 

• Paillier, RSA,  

• Lattice Codes (implementation only),  

• Vernam, Quantum Communication 

• Private Computation and Commitments 

• Communication Layer of Mental Card Games 

• How to build a Reliable Forum system 

• Reaktionstest (Lightning Reaction Extreme) 

• Phone-to-phone communication in Rust for Mental Card Games 

• P2P (ongoing) 

• Bluetooth, NFC 

• WiFi Direct  

• QR Codes (ongoing) 

• Supervisor:  

• Christian Schindelhauer
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Theses and Projects 
at CoNe 
Thanks for your Attention
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